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Foreword

“Change is the law of life and  
those who look only to the past  
or present are certain to miss  
the future.”

John F. Kennedy 
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Dear Digitalization Enthusiasts,

The year 2024 is marked by transition and continuity. Reflect-
ing on community activities, we have experienced a successful 
year filled with insightful research and numerous gatherings. 
We take particular pride in having introduced new members 
to our fold, enhancing our collective journey towards intercon-
nected and flexible production.

The Fraunhofer Institutes ILT, IPT, and IME in Aachen form 
the ICNAP Network, combining expertise in digitalization 
and Industry 4.0 with advanced infrastructure. The network 
features the Fraunhofer Edge Cloud, the Smart Manufacturing 
Network, over 2000 systems and machines for R&D in various 
technologies, and more than 28,500 m² of lab and hall space 
across the three institutes. Additionally, they access the 5G 
Industry Campus Europe, which includes indoor 5G networks 
and an extensive 5G network on the RWTH Aachen Campus.

This report offers a succinct recap of findings from five 
research projects that were voted on and conducted. The study 
titled “Zero Trust Architectures for Interconnected Industry” 
delivers in-depth knowledge about the protection of intercon-
nected industrial systems. Moving on with our commitment 
to practical applications, “The Digital Twin Demonstrator – 
Bringing the Concept to Life” provides a tangible hardware 
and software demo that our associates can employ to gain 
practical insights for their individual use cases. The research 
“Seamless AI Integration through Plug&Produce Approach” 
strives to simplify the process for embedding and operational-
izing AI in production machinery. In the same vein, “AI Every-
where - Generative AI for Production and Business Operations” 
investigates the wide-ranging impact of generative AI in both 
production and corporate settings. Lastly, “Towards a Dark 
Factory - Leveraging Multidimensional Twins in a Manufac-
turing Metaverse” discusses the use of comprehensive digital 
twins within a fully automated and self-sufficient manufactur-
ing context.

Unlike prior reports, this document includes not just the out-
comes of recent studies but also outlines ongoing initiatives in 
the ICNAP continuous working groups. The year 2024 focused 
on “Data-driven sustainability” and “Intelligent Sensing 
and Communication” as key themes. Through collaborative 
sessions in our community, we have crafted roadmaps for 
addressing these areas within ICNAP’s framework.

I am honored to share that I have been appointed as Senior 
Executive Vice President for Research and Transfer, transition-
ing to the Executive Board of Fraunhofer in 2025. I eagerly 
anticipate embracing the new responsibilities and am com-
mitted to leveraging my international experience to propel 
innovation and further critical research and technology transfer 
initiatives at Fraunhofer.

Consequently, 2024 will be my last year serving on the ICNAP 
steering board, a position that has been both gratifying and 
pleasurable. As I move into my new role, I am confident in the 
team’s ongoing excellence. I want to express my deep appre-
ciation to the dedicated teams deeply passionate about the 
research and development at ICNAP, those who work with our 
clients and customers, and the team that manages and orga-
nizes ICNAP’s daily operations, including the compilation and 
editing of this report. I am confident that their excellent work 
will be upheld in the future.

Yours sincerely

 

Prof. Constantin Häfner 
On behalf of the ICNAP Steering Board
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Networked, adaptive production

“What does Industry 4.0 mean for my production systems and 
what do I have to do to make my company fit for the future?” 
This is a question we frequently hear from manufacturers in 
Germany or anywhere else in the world. There is no simple, 
one-size-fits-all answer. It seems safe to expect, however, that 
increasing levels of digitalization in manufacturing environ-
ments and big data analytics will shape today’s manufacturing 
processes, subjecting these processes to radical changes which 
will make them leaner, sharper and more efficient.

Based on this request, the three Aachen-based Fraunhofer 
Institutes and other experts from industry and research have 
established the “International Center for Networked, Adaptive 
Production” (ICNAP) to find out which new approaches in 
information technology can lead the way towards Industry 4.0 
and which requirements must be met. We are convinced that  

Introduction to ICNAP

ICNAP Community key facts

ICNAP is a growing international community with partners 

from production technology, digital enablers and research 

institutions. Members work together to leverage the 

potential of digitalization. The Community offers network 

meetings, joint studies, discussion in working groups, corpo-

rative hackathon and more. 

 
ICNAP Research Partner

Fraunhofer Institute for Production Technology IPT

Fraunhofer Institute for Laser Technology ILT

Fraunhofer Institute for Molecular Biology and  

Applied Ecology IME

Manufacturing Technology Institute - MTI of RWTH 

Aachen University 

ICNAP Topic Fields

only by joining forces between manufacturing industry,  
digitalization enablers and research, the potentials of Industry 
4.0 can truly be exploited. Hence, ICNAP has been set up as a 
platform and community for collaborative R&D, to realize the 
visions behind “Networked, Adaptive Production”. 

ICNAP works in seven research areas, that cover the implemen-
tation of “Networked, Adaptive Production” and are shown in 
Figure 1.

Sensor systems and data acquisition

How is relevant data along the entire process chain collected?  
 
This topic field focuses on the collection and utilization of 
data in industrial and technical processes. One focus is on 
precise and efficient methods for data acquisition to optimize 
and control production processes. This data can be used, for 
example, for quality control and predictive maintenance. Vari-
ous types of sensors, such as temperature, pressure, humidity 
or motion sensors and their applications are examined. A 
particular emphasis lies on the integration of these sensors 
into existing machines and processes, including hardware and 
software interfacing, to ensure smooth data transmission. Also 
important is the synchronization of multiple sensors to obtain 
consistent and temporally aligned data, which is essential for 
the analysis of complex systems. This will lead to new solutions 
for more efficient, flexible and intelligent industrial processes 
and will enhance companies’ competitiveness and innovative 
capacity.

DOI: 10.24406/publica-3777
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Cloud systems &
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Figure 1: ICNAP topic fields.
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Interfaces and connectivity

How do the main components  and systems communicate 
during the production process? 
 
Once the production data is reliably recorded, a suitable com-
munication protocol such as MQTT or OPC UA must be select-
ed and a decision has to be made as to whether communica-
tion should take place via a wired or wireless connection. The 
ICNAP partners assess the data transfer requirements in terms 
of data throughput and latency for the production process in 
hand and can already issue recommendations at this point.

Data synchronization and middleware

How are raw data (time-)synchronized and enriched with 
information?  
 
The field of data synchronization and middleware mainly deals 
with the question how raw data is (time)synchronized between 
all entities of a communication network. This network usually 
includes sensors and computational hardware on the shop-
floor, connecting desktop hardware for user/machine learning 
analysis and travelling upwards to MES and ERP systems. Infor-
mation exchange between these various participants presents 
a major challenge due to the diversity of the single system. For 
example, on one side sensor systems act on analogue or digital 
voltage signals, which must be converted into digital represen-
tations, whereas ERP systems use document files or text-based 
communication. Additionally, each system implements its own 

standards, communication protocols and security systems. 
Aligning these requirements often results in complex single-
use-case solutions which are hardly adaptable or deployable 
on a general basis. The work within this topic field aims to find 
and/or develop uniform solutions based on the current level 
of technology. Therefore, one of the main tasks is to validate 
results of current research against the requirements present-
ed by industries. Once the communication method has been 
selected and established within the production process, it is 
important to determine how to standardize procedures for 
filing data from various sources simultaneously and at various 
recording frequencies. The quality of different sources and the 
level of data accuracy also have to be defined at this point to 
accurately compare and evaluate the analysis results within the 
networked production environment.

Data modeling and data analytics

How are the relevant data selected and what methods are 
used to obtain information from the data?  
 
To provide employees in manufacturing companies – from pro-
duction planners and quality managers to machine operators 
– with even better support for their decisions, it is important 
to define which process chain data is specifically relevant to 
them. This can be achieved by modelling the actual process 
digitally, based on the obtained data. Information can be 
generated from the data underpinning the structure of process 
knowledge using suitable methods of data analytics, especially 
machine learning algorithms or correlation analyses.
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Networked, adaptive production can only be achieved by 
close collaboration between all the topics presented here. In 
2024, the focus of the active working groups has been on two 
trending topics that are driving the community. On the one 
hand, aspects of intelligent sensing and communication are 
being elaborated, which enable safe and efficient data collec-
tion and transfer. On the other hand, motivation, challenges 
and enablers for data-driven sustainability are highlighted. 
The results from interactive sessions of the Summer Meeting 
in June 2024 will be presented here. These findings are the 
results of the dialog within the ICNAP Community and form 
the basis for future ICNAP activities.

Intelligent sensing and communication  

As part of the meeting, we conducted a workshop on the 
trend topic “Intelligent sensing and communication”. In 
this workshop, we addressed key aspects of modern sensor 
technologies and communication systems. Our focus was 
on adaptive systems that can dynamically adjust to changing 
conditions, intelligent technologies that utilize data analysis 

and machine learning to be self-learning and decision-capable, 
and networked solutions that enable seamless communication 
and interaction between various devices and systems. We also 
talked about the importance of resilient systems that can resist 
disruptions and failures, as well as security mechanisms that 
ensure the protection of data and systems against unautho-
rized access and cyber attacks. Finally, we looked at sustain-
able approaches that aim for efficient resource utilization and 
long-term environmental friendliness.

In a first workshop session, we collected input on each of 
these topics. From these inputs, we derived four focus areas: 
“Security by Design”, “Frugal Communication & Sensing”, 
“Resilient Infrastructure” and “Standardized Interoperable 
Communication”. (Figure 2)  We conducted discussion rounds 
to identify which initiatives are particularly important for 
implementing the issues discussed. Subsequently, we created 
a roadmap for these four topics. The aim of our workshop was 
to gain an initial overview of these topics and to identify areas 
of high importance for the ICNAP community. The results 
of our discussions and the roadmap for further action are 
described in the following.

Trend Topics for 2024

Digital twin in the product life cycle

How is information and know-how digitally combined and 
visualized at different stages of the product life cycle?

Before the recorded information and the acquired know-how 
can be stored and used along the entire value chain, relevant 
data must be linked and related to each other. The result is a 
digital image of the real process which can be used to visualize 
the data in a goal-oriented and user-friendly way. Recommen-
dations for action and feedback strategy for production can be 
derived from the knowledge obtained about the process.

Cloud systems and IT architecture

How is the most suitable infrastructure selected and how 
are existing systems connected?  
 
An efficient IT architecture is vital to the successful integration 
of digital tools in production. To this end, ICNAP tests data-
bases and cloud systems for in-company or cross-company 
networks, taking into account current safety standards, norms 
and regulations.

Data-driven business models

How are data-driven business models developed and 
integrated within the traditional product and service 
portfolio?

Not only does networked, adaptive production improve 
production by making additional knowledge available, it also 
paves the way for completely new forms of economic value 
creation through extended or new physical processes and 
products. Digital and data-based business models can be 
developed, classified and evaluated even for digital services 
such as machining-as-a-service or power-by-the-hour.
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Security by design

The term "Security  by design" refers to the approach of inte-
grating security into the development process of systems and 
applications from the outset, rather than adding it afterwards. 
The aim is to minimize vulnerabilities and enhance resilience 
against potential threats. Several important research topics 
were identified during the discussion. First, the automation of 
data classification, which involves developing automated meth-
ods to determine the protection needs of data. Second, secure 
communication protocols and methods between machines and 
various communication platforms, to ensure the security of 
machine communication. Third, the implementation of secu-
rity measures directly on the shop floor to protect industrial 
processes.

Another key topic was the automation of risk analyses to 
identify security risks more quickly and accurately. Additionally, 
two databases were proposed: a comprehensive database of 
known security risks  and a database of appropriate mitigation 
measures. Finally, the requirements and best practices related 
to the NIS2 Directive and the Cyber Resilience Act (CRA) were 
discussed to meet regulatory requirements and strengthen 
cyber resilience.

Frugal communication and sensing

For “Frugal communication and sensing”, the motivation is 
clear: making communication and sensing more sustainable. 
This is based on the mindset of only capturing and transmitting 
data when it’s useful and creates added value.

Applying this concept is possible on various levels as discussed 
in the meeting: At sensor level configurable sensors allow for 
flexible installations to adapt to various environments and 
requirements. The sense-on-demand approach focuses on 
collecting data  only when it is necessary and useful. Based on 
conditions and triggers, the sending interval can be adjusted. 
Metadata including timestamps and data classification as well 
as encryption also become relevant as they highly influence 
the communication resource and energy needs. A selection 
process of relevant data, sending intervals, necessary meta-
data and encryption, is needed to support minimizing energy 
consumption and reducing the carbon footprint. 

- Informationsklassifizierung -25.10.2024 © FraunhoferSeite 7
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Figure 2: Intelligent sensing and communication.
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Resilient infrastructure, communication and 
sensing

Resilient infrastructures for communication and sensing 
are crucial for maintaining reliable and secure operations in 
modern systems. An important consideration is the choice 
between wired and wireless communication. Wired commu-
nication offers higher stability and security, making it ideal 
for environments where interference or unauthorized access 
is a concern. In contrast, wireless communication provides 
flexibility and ease of deployment, though it may be more 
vulnerable to disruptions. Anomaly detection plays a vital role 
in identifying and mitigating potential threats to the system's 
integrity. By continuously monitoring data patterns, the system 
can detect irregularities that may indicate faults or malicious 
activities. This proactive approach is vital for maintaining the 
resilience of the entire system.

Evaluating the resilience of a communication and sensing 
system involves assessing its ability to withstand and recover 
from disruptions. This includes testing the system under vari-
ous stress conditions and ensuring that both communication 
and sensing components can operate effectively even when 
some parts fail.

Data integrity is maintained through robust encryption, redun-
dancy, and error-checking mechanisms. These measures ensure 
that data remains accurate and unaltered throughout its 
transmission and storage, even in the face of potential system 
failures or attacks.

Finally, the ability to swap sensors without disrupting the 
system is crucial for long-term resilience. This requires mod-
ular designs and standardized interfaces, allowing for quick 
replacement or upgrading of sensors, ensuring continuous 
operation and minimizing downtime.

By discussing these topics during the meeting, three general 
aspects for further projects have emerged. First developing a 
method to evaluate the resilience of the whole system, that 
includes sensor hardware, communication channels, processing 
boards and the monitoring systems. Second would be the use 
of the Kalman filter technology to detect interruptions via state 
estimation and/or anomaly detection for sensor faults. The last 
idea would be to present a hot-swap approach for the sensor 
itself, which reduces downtime due to repairs.

Standardized and interoperable communication

Standardized and interoperable communication is essential 
in modern industrial and technological environments, facili-
tating seamless data exchange between various systems and 
components. This approach needs to increase the focus on the 
standardization of information models and databases, ensur-
ing that data is structured and interpreted uniformly across 
different platforms. These standards enable diverse systems to 
understand and utilize shared data effectively.

In the middle layer, standardized protocols for data collec-
tion and communication are crucial. These protocols act as a 
bridge, allowing different devices, applications, and systems 
to communicate without compatibility issues. This layer often 
includes the use of standard Manufacturing Execution System 
(MES) interfaces, which ensure that production data from var-
ious sources can be integrated and managed effectively. Simi-
larly, standardized sensor integration allows for consistent data 
input from various sensors, regardless of their manufacturer.

When it comes to cloud architecture versus closed on-premise 
networks, each has its pros and cons: Cloud architecture offers 
scalability, flexibility, and ease of access from any location, 
making it ideal for companies looking to manage and ana-
lyze large datasets. However, it can pose security concerns 
and requires reliable internet connectivity. On the other 
hand, closed networks, which are entirely on-premise, offer 
enhanced security and control, with data staying within the 
local infrastructure. This setup is often preferred in industries 
with strict data protection regulations but can be less flexible 
and harder to scale compared to cloud solutions.

In summary, standardized communication protocols, alongside 
interoperable interfaces and models, are foundational for inte-
grating various industrial systems, enabling both cloud-based 
and on-premise architectures to operate effectively depending 
on the specific needs and constraints of an organization.
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During the summer meeting a community workshop on our 
second trend topic “Data-driven sustainability” was conduct-
ed. Sustainability, especially in the context of manufacturing 
and production, is gaining more and more traction. In the 
automotive sector, numerous pilot projects and first imple-
mentations of the soon required battery passport can be seen   
[1]. As ICNAP we decided to approach the topic mainly in the 
following three spotlight areas:

Circular economy: Circular economy (Figure 4) in manufacturing 
refers to a system, that minimizes waste and maximizes resource 
efficiency by designing products for reuse, recycling, and repair, 
creating closed-loop production cycles [2]. We can already find 
a lot of circular approaches, for example when it comes to the 
recycling of metal car components. But often a significant loss 
of previous value creation is implied, which results in down-
cycling, instead of the aspired recycling (Figure 3).

Life-cycle assessment (LCA): Life-cycle assessment (Figure 4) 
refers to the evaluation of the environmental impacts of a 
product or process through its entire life cycle, from raw 
material extraction to disposal or recycling [4]. One of the most 
notable projects in regard to LCA currently being pursued by 
major automotive OEMs is the battery passport. This is a digital 

record, that tracks the environmental and material footprint of 
an electric vehicle battery through its lifecycle, ensuring trans-
parency and sustainability from production to recycling.

Supply chain sustainability: Supply chain sustainability (Figure 
4) in manufacturing refers to integrating environmental and 
socially responsible practices across the entire production pro-
cess, from sourcing raw materials, to delivering finished goods. 
It involves minimizing environmental impact, reducing waste, 
and ensuring ethical labor practices. Current trends in supply 
chain sustainability include a focus on reducing carbon emis-
sions, adopting circular economy practices (recycling and reuse 
of materials), as well as increasing transparency through the 
usage of digital tools like e.g. the digital material twin for the 
optimization of sheet metal processes, that has been presented 
at our 2024 Summer Meeting.

Resulting from the discussions with the ICNAP Community 
members, two main sub-topics were identified, that play an 
important role for successful implementation in the three 
spotlight areas: “Reporting and regulation” and “Supplychain 
data sharing”.

Data-driven sustainability

- Informationsklassifizierung -25.10.2024 © FraunhoferSeite 8
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Figure 3: Value degradation in a typical car recycling process [3].
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 Figure 4: Pillars for data-driven sustainability.

Reporting and regulation 

Reporting and regulation are essential in all three major focus 
areas discussed. During the on-site workshop, the communi-
ty highlighted several challenges they face concerning these 
topics.

Interestingly, the main difficulties are not related to any 
particular law or regulation, but rather to the complexity of 
navigating the interconnected and often fragmented regulato-
ry landscape. Regulation and certifications vary widely across 
regions, and even within the same region, requirements can 
overlap. For example, complying with product-specific regu-
lations like the EU directives on batteries or single-use plastics 
often intersects with broader directives such as the Corporate 
Sustainability Reporting Directive (CSRD). Identifying these 
overlaps and ensuring compliance with the various require-
ments is a major challenge that requires a well-coordinated 
and efficient approach.

In addition to this overarching challenge of complexity, the 
community also faces operational hurdles. For reporting pur-
poses, companies need to collect and compile data from mul-
tiple sources, ranging from internal departments to different 

external suppliers. This can lead to high manual effort in data 
evaluation and documentation – and falls short of building a 
high-quality data foundation. A key issue here is the lack of 
standardized frameworks. This gap extends both to technical 
aspects, such as standardized information models, and to 
broader factors, such as unified contracts or agreements for 
data exchange. Addressing this lack of consistency is crucial to 
improving reporting efficiency and regulatory compliance.

Regulatory requirements outside the sustainability context 
further contribute to the complexity mentioned earlier. Recent-
ly enacted regulations, such as the EU AI Act and the new 
Cybersecurity Act, introduce additional challenges, particularly 
concerning data generation and utilization. Moreover, there 
remains a considerable degree of uncertainty regarding how 
these regulations will be implemented and enforced, as there 
is currently limited case law or precedent to guide compliance 
efforts

In conclusion, although reporting and regulation may seem 
tedious at times, they are set to play an increasingly significant 
role for the ICNAP community. Some challenges are already 
evident, while others are gradually emerging on the horizon 
(Figure 5)
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Figure 5: Challenges of reporting and regulation.

.Supply-chain data sharing 

Sharing data along the supply chain is an enabler for many 
sustainability topics and therefore directly linked to the three 
focus areas mentioned above. However, in practice, exchang-
ing information often happens on an ad-hoc basis that lacks 
a coherent or scalable system. Frequently there is no data 
exchange at all, even though doing so could provide tenable 
benefits for the parties involved. The reasons for this are many-
fold and differ case by case, but they can be broadly summa-
rized into a few categories.

One category for obstructing causes springs from a human 
factor. Simply put, data is not being exchanged along the 
supply chain because people “don’t want to”. For example, the 
reason could be that there is a lack of incentive for a business 
to share its data, or management support for a systemat-
ic exchange is missing. In many places obligations to keep 
data secret (especially when it comes to production data and 
personal data) and competition concerns prevent collaboration 
between supply-chain participants. 

A second category are technical barriers: Often it is unclear 
what form a systematic information exchange could take. 
Additionally, a lack of standardized communication and 
interoperability between participants increases complexity 

and ultimately costs for data sharing. Moreover, given the 
often-sensitive nature of supply chain data, prospective data 
providers want to make sure that their information is only 
accessed according to agreed rules. How these rules can be 
enforced is then frequently unclear.

Lastly some issues also originate from a high barrier of entry. In 
order to satisfactorily share data, many preconditions have to 
be fulfilled. Not only does any exchange have to be secure and 
confidential, but it also has to be transparent (i.e. open about 
the data’s source, context, provenance, limits, etc.). The need 
for extensive data classification (e.g. whether the data is relat-
ed to persons, machines, and so on) is furthermore a factor 
that raises costs and complexity.

In summary, several factors and causes (Figure 6) lead to data 
sharing along the supply-chain being not as common as would 
be useful for many sustainability goals. However, these prob-
lems are addressable and a growing need and motivation for 
green production is set to motivate the ICNAP community to 
tackle them.

 

Figure 6: Problems and preconditions for supply-chain data sharing.
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The trend topics of data-driven sustainability and intelligent 
sensing and communication lead to fruitful interaction with 
the community during the Summer Meeting emphasizing their 
importance for the future. Discussions uncovered the necessity 
of breaking down trend topics into more specific sub-topics.  
These insightful conversations may lead to study proposals and 
bilateral projects aimed at advancing these key areas.

Each year, the community selects and discusses new topics 
in collaborative studies. The studies are conducted in three 
phases: a pilot study, a detailed study and the application and 
business cases. The goal is to develop a hands-on demonstra-
tion of the applicable technologies and methods within the 

ICNAP community, either on the ICNAP shop floor or at one or 
more of the member companies. The studies can be cross-top-
ic covering one or more ICNAP topic fields. In the following 
chapters, we provide a summary of the key results from the 
five studies conducted in 2024.

Conclusion
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Introduction

The manufacturing sector has witnessed a transformative 
shift in recent years, driven by the rapid adoption of digital 
technologies. This paradigm shift, often referred to as Industry 
4.0, has resulted in the seamless integration of physical and 
digital systems, leading to enhanced operational efficiency 
and growth. While these technological advancements offer 
numerous benefits, they also introduce significant cybersecuri-
ty risks, which are constantly increasing due to a multitude of 
vulnerabilities in digital elements and growing global tensions. 
Data theft, industrial espionage, and sabotage caused a total 
loss of 205.9 billion euro in Germany alone in 2023, and this 
trend is on the rise [5]. In 2024, both analog and digital attacks 
are projected to increase by approximately 29 %, reaching a 
total of 266.6 billion euro [6]. The alarming trend observed in 
Germany is mirrored on a global scale, with the cost of cyber-
crime anticipated to escalate to 13.82 trillion Dollar (approxi-
mately 11.73 trillion euro) by 2028, up from 9.22 trillion Dollar 
(approximately 7.83 trillion euro) in 2024 [7].

Emerging threats and challenges in Germany’s 
security landscape

The recent study by Bitkom e.V., the industry association for 
the German information and telecommunications sector,  
surveyed 1,003 participants from various industry interest 
groups [6]. The findings reveal that 8 out of 10 companies have 
experienced cyber attacks, and two-thirds of these companies 
feel that their very existence is at risk. Cyberattacks have risen 
by 7 % compared to the previous year, particularly targeting 
operational processes, information, and production systems. 
According to the surveyed companies, 70 organizations from 
German economy were affected or suspected of being affect-
ed between June 2023 and June 2024. Simultaneously, physi-
cal attacks have also surged, with a 15 % increase in the theft 
of physical documents, personnel files, patents, machines, 
and components compared to the previous year. Additionally, 
there has been a 13 % rise in the interception of meetings and 
phone calls on-site over the same period. 

Enhanced security and regulatory requirements for 
smart factories

The global increase in cyberattacks, which are mainly attribut-
ed to state actors and organized crime, is causing the pro-
duction sector to be increasingly targeted. As digitalization 
advances and the interconnection of operational technologies 
(OT) expands, not only IT systems but also various aspects of 
manufacturing companies could become the prime targets for 
cyberattacks. The integration of modern technologies such 
as 5G, AI, cloud systems, and smart sensors into traditionally 
isolated fieldbus systems is driving a convergence of infor-
mation technology (IT) and operational technology (OT). This 
convergence significantly broadens the attack surface in pro-
duction environments and creating new security vulnerabilities, 
especially when legacy systems are integrated into digitalized 
production environments. To summarize, according to a study 
by Allianz SE, companies see the greatest risks in data breach-
es, cyberattacks on critical infrastructure and physical assets, 
the increase in malware/ransomware attacks and disruptions 
due to the failure of digital supply chains, cloud and service 
platforms [8].

In response to these escalating threats, the European Union 
has implemented a series of regulations aimed at enhancing 
cybersecurity across various sectors, including manufacturing. 
Regulations such as the Network and Information Security  
(NIS2) Directive, the EU regulation on machinery and the Cyber 
Resilience Act (CRA) seek to establish a unified approach to 
cybersecurity, mandating that organizations adopt specific 
measures to protect sensitive data and ensure the resilience 
of critical infrastructures throughout the whole supply chain. 
Compliance with these regulations is not only a legal obliga-
tion but also a crucial step in building trust with customers and 
partners, reinforcing the need for robust security practices in 
production environments.  
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Embracing secure digitalization: Zero Trust as a key 
strategy for future-proof manufacturing?

One promising approach to addressing these challenges is the 
adoption of a Zero Trust security model, particularly in digi-
talized Operational Technology (OT) settings. The Zero Trust 
framework operates on the principle of “never trust, always 
verify”, meaning that no device or user is trusted by default, 
regardless of their location within the network. By imple-
menting strict identity verification protocols and continuously 
monitoring network traffic, manufacturing companies can 
significantly reduce the risk of unauthorized access and lateral 
movement within their systems. This approach is particularly 
effective in OT environments, where traditional perimeter 
defenses may no longer suffice due to the convergence of IT 
and OT systems. By fostering a culture of continuous security 
vigilance, the Zero Trust model can help mitigate the risks 
posed by cyber threats, ensuring the integrity and availability 
of critical production processes. However, implementing a Zero 
Trust architecture involves significant effort and high complex-
ity. Additionally, the lack of harmonized standards for interop-
erability of product functionality presents a major challenge for 
companies. For this reason, the study “Zero Trust Architectures 
for Interconnected Industry” addresses the question:

“How can Zero Trust be established in OT environments con-
sidering industry specific requirements and is it reasonable?”

The first section outlines the obligations imposed on man-
ufacturing companies by the European Union within the 
framework of cyber regulation. Based on these requirements, 
a comprehensive study on Zero Trust is conducted, with a 
particular focus on the adaptation of its concepts in digitalized 
operating environments. Finally, the study offers a best prac-
tice guide, providing companies with a step-by-step overview 
of the implementation of Zero Trust  in production settings, 
while identifying associated opportunities and risks.
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Due to the rising number of cyberattacks on companies within 
the European economy and critical sectors, the European 
Union is enacting an increasing number of cyber regulations, 
now also impacting the manufacturing industry for the first 
time. Notably, the Network and Information Security (NIS2) 
Directive, the EU Machinery Regulation, and the Cyber 
Resilience Act (CRA) establish a regulatory framework that 
targets the processes of manufacturing companies in the EU, 
as well as hardware and software products distributed within 
the European Single Market. This legal framework not only 
binds individual companies within the EU but also extends 
to suppliers, thereby encompassing the entire supply chain. 
Consequently, companies that manufacture products outside 
the EU and sell them within the EU are also subject to these 
regulations. A brief overview of the relevant regulation is given 
in Figure 7. 
 
 
 
 

 The following sections provide a detailed examination of the 
NIS2 Directive  and the CRA and summarize the obligations for 
companies.

Network and Information Security (NIS2) Directive

With the implementation of the Network and Information 
Security (NIS2) Directive, which must be transposed into 
national law by October 18, 2024, the European Union sends 
a clear message. This directive broadens the definition of 
critical security sectors to include manufacturing companies as 
important entities, such as those in the machinery sector, with 
a workforce of 50 or more employees or an annual revenue 
exceeding 10 million euro. It is estimated that around 30,000 
businesses within Germany will be affected directly by these 
measures, with approximately 80 % of these companies being 
unaware of their obligations.

Cyber regulation in the European Union
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Overview: Cyber Security Regulation in the European Union
NIS2, Machinery Directive and Cyber Resilience Act

Figure 4: Overview of upcoming cybersecurity regulations that affect the manufacturing sector.
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Figure 7: Overview of upcoming cybersecurity regulations that affect the manufacturing sector.
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Production companies that fall under the NIS2 Directive must 
comply with certain obligations. These obligations, outlined in 
the NIS2 Directive, include:

Governance:  
Management bodies are responsible for approving risk man-
agement strategies, monitoring their implementation, and 
being held accountable for any violations that occur. 

Awareness:  
Regular security training should be conducted to enhance 
knowledge and skills at all levels, including management, to 
effectively identify risks and apply cybersecurity procedures. 

Risk management:  
A comprehensive approach to risk management should 
include risk analysis, incident handling, business continuity 
planning, security measures for network and information 
systems, the use of cryptography, multi-factor authentica-
tion (MFA), and effective asset management. 

Reporting obligations:  
Organizations must report any significant security incident 
within 24 hours of becoming aware of it. An assessment of 
the incident's severity and impact should be provided within 
72 hours, with a final report due within one month. 

Supply chain: 
It is essential to ensure the security of supply chains by 
addressing both technical and non-technical risk factors. 

As a result, the company’s management is directly accountable 
for the implementation and oversight of cybersecurity mea-
sures. Additionally, technical, operational, and organizational 
measures must be established to manage risks, aiming to pre-
vent, detect, and respond to potential cyberattacks. The scope 
and scale of these measures should align with various evalua-
tion factors, such as company size, incident likelihood, and the 
societal and economic impact of security breaches.

In the event of significant security incidents causing serious 
operational disruptions, affected companies must fulfil report-
ing obligations. An initial warning must be reported within 
24 hours of becoming aware of a significant security incident, 
followed by a comprehensive assessment within 72 hours, 
including severity and impact ratings. Interim reports on rele-
vant status updates may be requested, with a final report due 
no later than one month after the incident. These reporting 
obligations also apply if third parties or institutions may suffer 
significant material or immaterial damages. Notably, NIS2 
addresses supply chain risk management, acknowledging that 
attackers may exploit trust within the supply chain to introduce 
malicious components or compromise its integrity.

For manufacturers affected by NIS2, non-compliance with 
these obligations can result in fines  of up to 7 million euro or 
1.4 % of the total global revenue from the previous financial 
year. Authorities are authorized to conduct on-site inspec-
tions and oversight measures, which can also be delegated 
to third parties, including trained external professionals. In 
cases of violations, company executives may be held personally 
accountable.

Cyber Resilience Act (CRA)

The Cyber Resilience Act (CRA) addresses a critical gap in 
cybersecurity by focusing on the security of products entering 
the European market, an area that often receives less atten-
tion despite investments by companies in their own network 
security measures. To enhance both corporate governance and 
product security, the NIS2 Directive  and the CRA complement 
each other effectively. However, while the NIS2 Directive  is set 
to come into force end of 2024, companies will have additional 
time to fully implement the requirements that are mandatory 
under the CRA. The CRA was adopted by the EU Parliament 
in March 2024 and is awaiting ratification by the EU Council 
at the time of writing. It is anticipated that this ratification will 
occur before the end of 2024, initiating a 36-month transition 
period. As a result, effective implementation of the CRA is 
expected by November 2027.

Its primary objective is to ensure that digital products and 
services are designed with robust security measures from the 
outset, thereby reducing vulnerabilities that could be exploited 
by cybercriminals. One of the key components of the Act is the 
establishment of specific security requirements that manufac-
turers must adhere to when developing digital products. This 
includes ensuring that products are resilient to cyber threats 
and that they incorporate security features that can withstand 
potential attacks. Transparency is another critical aspect of the 
Cyber Resilience Act. Manufacturers are required to provide 
clear and accessible information regarding the security charac-
teristics of their products. This includes details about potential 
risks, security updates, and how users can protect themselves. 
By fostering transparency, the Act aims to empower consumers 
and businesses to make informed decisions about the digital 
products they use. In addition to these requirements, the CRA 
mandates that companies report significant cybersecurity inci-
dents to relevant authorities. This incident reporting obligation 
is designed to facilitate a swift response to cyber threats and 
to improve the overall understanding of the cybersecurity land-
scape within the EU. By collecting data on incidents, authori-
ties can identify trends and develop more effective strategies 
to combat cybercrime.
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The key provisions  of the Cyber Resilience Act (CRA) can be 
summarized as follows:

Risk assessment and support throughout the entire 
product life cycle: 
Manufacturers must conduct risk assessments to identi-
fy potential vulnerabilities in their products and services. 
They are then required to implement appropriate security 
measures to mitigate these risks. In addition, manufacturers 
must provide free security updates for at least 5 years. 

Security by design and by default:  
Products and services must be designed with security as a 
core consideration from the outset. This means that security 
features should be built into the products rather than added 
as an afterthought. Additionally, products must  be config-
ured to have secure default settings. 

Reporting of security vulnerabilities: 
Manufacturers and importers are obligated to report cyber-
security incidents to the relevant national authorities.  

Product labeling and transparency:  
Products must be labeled with information about their 
security features and any known vulnerabilities. Consumers 
will have the right to be informed about the security impli-
cations of the products they purchase. 

Noncompliance with the CRA can imposes substantial sanc-
tions. Violations of fundamental requirements can result in 
fines of up to 15 million euro or 2.5 % of a company's total 
global annual revenue, whichever is higher. For breaches of 
other obligations, fines can reach 10 million euro or 2 % of 
global revenue. Additionally, providing false or misleading 
information to notified bodies can lead to fines of up to  
5 million euro or 1 % of total global revenue.
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Zero Trust as a security strategy in manufacturing

The implementation of security measures involves significant 
complexity and effort. The production sector presents a unique 
challenge, as it must consider both IT and OT systems. As these 
areas converge through digitalization and networking, the 
potential attack surface for companies expands, making them 
more vulnerable to threats, even at the field level [9]. A minor 
oversight can create a critical vulnerability, allowing unautho-
rized access to internal systems. Therefore, adapting cyber-
security strategies is essential for organizations to effectively 
plan, assess risks, and monitor their network and information 
systems. With forthcoming cybersecurity regulations, compli-
ance with established standards may soon become mandatory.

Numerous recognized national and international norms and 
standards are documented in the literature. In a globalized 
economy, harmonized standards are especially beneficial, as 
they are acknowledged across various countries and increas-
ingly serve as prerequisites for trade between institutions. For 
the manufacturing industry, ISO/IEC 27001, which focuses on 
information security management systems, could help with 
compliance with the NIS2 Directive, as ISO 27001 defines 
measures for implementing the minimum requirements of the 
NIS2 Directive. For example, through the introduction of an 
information security management system (ISMS), processes 
can be introduced for risk management or for handling secu-
rity incidents. The prior introduction of a quality management 
system in accordance with ISO 9001 is recommended. IEC 
62443 can be used in a similar form for the implementation 
of the requirements by the CRA in the production sector. In 
particular, IEC 62443-4-1 and IEC 62443-4-2 define technical 
and organizational requirements for “Security by Design”. 

While many standards share common elements, they often have 
distinct certification requirements, especially in the manufactur-
ing sector. This can pose challenges for organizations seeking 
compliance, as they must navigate the unique criteria and pro-
cesses of each standard. Furthermore, differing interpretations 
of similar concepts can result in inconsistencies in implementa-
tion across manufacturing environments. However, obtaining 
security certification does not guarantee that a company is 
fully protected against cyber attacks. Often, only minimum 
requirements are mandated, leading to the implementation of 
isolated solutions that may not address broader security needs 
once certification is achieved. To address these challenges, the 
concept of Zero Trust is gaining prominence. Zero Trust is a strict 
security strategy that companies can adapt to improve technical 
and organizational protection and ensure compliance with cyber 
regulations. The importance and future viability of Zero Trust as 
a security concept is underlined by the requirement for all US 

government agencies to convert their infrastructures to a Zero 
Trust architecture. The following section outlines the fundamen-
tal principles of Zero Trust and presents best practices for its 
application in manufacturing environments.

Core principles of Zero Trust

Zero Trust is a strict security paradigm that assumes a breach 
has already occurred. It operates on the principle of least 
privilege, requiring all entities, for example devices, user or sys-
tems, to prove their identity and authorization before access-
ing resources [10], [11]. This eliminates implicit trust among 
entities and transforms traditional perimeter-based security 
into a multi-layered, integrated security approach. Communi-
cation between entities necessitates explicit verification and 
earned trust through reliable evidence. This continuous trust 
check minimizes the risks to confidentiality and integrity but 
can impair availability. It should be noted that the availability of 
resources in particular is essential for production. In summary, 
Zero Trust is defined by three core principles:

1.	 Assume breach: 
There is no longer a distinction between internal and 
external networks; the internal network is always con-
sidered insecure, and trust is never granted permanently. 
Trust is continuously assessed based on dynamic access 
policies, ongoing monitoring, and risk analyses, with 
access decisions made anew each time. 

2.	 First verify, then trust: 
The absence of implicit trust necessitates that every entity 
must authenticate and be authorized to access resources, 
with strong authentication playing a crucial role. 

3.	 Least privilege: 
The principle of least privilege means that only entities 
requiring access are granted it. This requires resources 
to be divided into smaller units and permissions to be 
assigned as granularly as possible. A smaller access radius 
limits uncontrolled data exfiltration, data manipulation, 
and lateral movement in the event of malicious access. 
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Zero Trust reference architecture

The principles of Zero Trust do not dictate a specific architec-
ture and remain unstandardized [10], [11]. Instead, guiding 
frameworks are provided for processes, identities, system 
design, and their interactions. For example, the NIST Special 
Publication 800-207 “Zero Trust Architecture” provides a 
reference architecture that is also supported by the German 
Federal Office for Information Security (BSI) in a “Zero Trust” 
position paper from 2023  [10].  The reference model and the 
logical components of a Zero Trust architecture are outlined in 
the following and shown in Figure 8.

The access decision functionality in a Zero Trust architecture is 
referred to as “Policy Decision Points” (PDP). The PDP compo-
nent ensures that access requests are valid. It can be a local 
entity within the organization or an externally hosted service. 
For evaluation, it could utilize the organization’s access policy 
and could gather information from various sources to assess 
trustworthiness. If the trust assessment is validated, the PDP 
could issue a restricted access permission from a device, user 
or system to the "Policy Enforcement Point" (PEP). The PEP 
then enforces the decision made by the PDP. To ensure the 
integrity of the communication paths, there should also be a 
separation between the communication required to control 
and configure the internal network and the communication 
used for application access. According to the Federal Office for 
Information Security (German: Bundesamt für Sicherheit in der 
Informationstechnik, abbreviated as BSI), a physical separation 

should take place for requirements with increased protec-
tion needs, whereby a logical separation is also sufficient for 
standard requirements [12]. In the Zero Trust reference model, 
this is termed the "Control Plane" and the "Data Plane". The 
process is illustrated in Figure  8.

The specific measures are largely influenced by the company's 
structure and may include factors such as IP address ranges, 
geographical access distribution, time-based access controls, 
the use of certificates, or hybrid dynamic models. 

Best practices for adopting Zero Trust in digital 
production environments

Implementing Zero Trust in digitalized and networked pro-
duction environments necessitates a well-planned change 
management process with tailored measures. Understanding 
the current status of security implementations is crucial. The 
Zero Trust Maturity Mode (ZTMM) serves as a valuable frame-
work to guide the effective integration of Zero Trust principles 
[11]. The following section therefore outlines a best practice 
guideline based on the reference architecture and the ZTMM 
that focuses on the production sector.

The ZTMM defines seven principles for the successful imple-
mentation of Zero Trust, which manufacturers should consider 
when implementing a Zero Trust architecture [9]. The tenets in 
the context of manufacturing are outlined in the following. 
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1.	 All data sources and computing services are regard-
ed as resources. 
In digitalized manufacturing, production IT components 
such as programmable logic controllers (PLCs), sensors, 
edge PCs, etc. are also resources and must be consid-
ered as part of a comprehensive Zero Trust architecture. 
Particular attention must be paid to legacy devices that are 
frequently used in the production environment. 

2.	 All communication is secured regardless of the loca-
tion of the network. 
In addition to user access, the encryption of Machine-
to-Machine (M2M) communication could be required, 
particularly when interactions between IT- and OT systems 
occurs. An example could be the usage of edge cloud sys-
tems for process monitoring and predictive maintenance. 
For real-time cloud access to control or sensor data, both 
hardware and software measures are needed to minimize 
latency from encryption. Depending on real-time needs, 
encryption can be implemented using Transport Layer 
Security (TLS) at layer 5, Internet Protocol Security (IPSec) 
at layer 3, or MAC Security (MACSec) at layer 2, with 
lower layers typically supporting stricter real-time require-
ments [12]. 

3.	 Access to individual resources is granted per session. 
In the context of digitized production environments, 
access to resources such as sensors, PLCs, or applications 
is facilitated through temporary sessions that feature 
customized permissions based on established policies. As 
a result, each new session must be verified and evaluated 
by a Policy Decision Point (PDP). 

4.	 Access to resources is determined by dynamic  
policies. 
Dynamic policies enable real-time adjustments to access 
authorizations for resources based on predefined factors. 
In contrast to traditional whitelisting methods, these poli-
cies can incorporate various criteria, such as geographical 
restrictions, time-based controls, User Behavior Analytics 
or hybrid approaches.  

5.	 Monitoring the integrity and security of all  
resources. 
Monitoring network and resource behavior necessi-
tates the integration of a sensor-probe system for each 
resource, including an Intrusion Detection and Prevention 
System (IDS/IPS). In digitized OT environments, the diverse 

range of vendors, along with their proprietary operating 
systems, applications, and network protocols, can compli-
cate the integration of solutions like Security Information 
and Event Management (SIEM) or Extended Detection 
and Response (XDR). This complexity demands a strategic 
approach to achieve effective security monitoring across 
diverse systems, ultimately contributing to the establish-
ment of a secure ecosystem. 

6.	 Authentication and authorization are dynamic and 
strictly enforced before access. 
In digitalized OT environments, dynamic authentication 
and authorization are critical to maintaining security 
and operational integrity. Access controls are not static; 
instead, they adapt based on real-time factors such as user 
roles, operational conditions, and context. Depending on 
the access requirements for a user or application, certifi-
cate-based authentication and authorization can facilitate 
time-based access, complete with detailed logging. A 
Public Key Infrastructure (PKI) based on the X.509 stan-
dard can be utilized to efficiently manage cryptographic 
keys and issue the required certificates for authentication 
and authorization. 

7.	 	Collection of data on all resources and networks to 
improve security. 
Data collection aligns seamlessly with the principles of 
Industry 4.0 and can be leveraged within a Zero Trust 
framework to strengthen security measures. This includes 
establishing baseline processes, training AI-based anomaly 
detection systems, managing vulnerabilities, and analyz-
ing access logs. These strategies collectively enhance the 
security posture of digitalized OT environments, enabling 
more effective threat detection and response. 

As derived from the principles of the Zero Trust Maturity 
Model (ZTMM), the implementation gradient can be illustrated 
across five distinct pillars, allowing for incremental advance-
ments toward optimization over time. These pillars, depicted in 
Figure  9, encompass identity, devices, networks, applications 
and data. Each pillar outlines some key aspects for the integra-
tion of Zero Trust in production environments related to three 
overarching functions: Visibility and Analytics, Automation and 
Orchestration, and Governance. These functions align with the 
demands of digitalized production in Industry 4.0, collectively 
creating a strong foundation for resilient manufacturing.
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Deployment cycle for the implementation of Zero 
Trust in production environments

As a best practice for the integration of Zero Trust in produc-
tion environments, the first step will be given by the establish-
ment of OT Cybersecurity Governance, followed by the defini-
tion of OT specific policies and procedures. This initial step can 
be aligned with recognized standards such as ISO/IEC 27001 or 
IEC 62443-2-1. Simultaneously, the company must enhance its 
capabilities in automation, orchestration, visibility and analytics 
to facilitate the integration of selected processes into a Zero 
Trust architecture in accordance with Figure  8. 

Once processes are established, such as through the imple-
mentation of an Information Security Management System 
(ISMS), the deployment cycle can be leveraged to integrate 
Zero Trust within a change management process as shown in 
Figure 10. During the preparation and categorization process, a 
comprehensive assessment of all resources and users, includ-
ing business processes, must be carried out and inventoried. 
Depending on the size and complexity of the system under 
consideration and the company's level of maturity, this step 
can take a considerable amount of time. After the inventory is 
complete, the critical processes with the highest associated risks 
must be identified. A suitable process is then chosen based on 
the risk analysis and subsequent risk quantification. For the pilot 
phase, it is advisable to select non-critical processes to mitigate 
the impact of potential failures during the initial rollout.

If the risk assessment is completed, the implementation phase 
for the selected candidate process begins. Based on the Zero 
Trust reference architecture shown in Figure 8, the logical 
components, such as PDP and PEP, must be developed first. For 
example, the PDP in the control plane could be deployed either 
on-premises or in public cloud environments. The PDP and the 
agent in the data layer must be implemented directly on the 
relevant systems and resources. If legacy systems are in use or 
if implementing a PDP on proprietary hardware or software is 
too complex or costly, integrating a Zero Trust security gateway  
as a PEP could be considered. 

Once the Zero Trust reference architecture for the selected 
candidate process, along with the policy configurations, is 
established and tested, the pilot system can be deployed in 
a real operational environment, a realistic test lab or a sand-
box. By establishing a baseline activity pattern, policies can be 
refined based on practical experience. If the baseline activity is 
established and evaluated, companies can either expand their 
strategy to include new candidate processes or enhance their 
existing Zero Trust architecture by leveraging the five pillars of 
the ZTMM, as outlined in Figure 9. For instance, an IDS could 
be integrated for the selected candidate process. If the evalu-
ation is found lacking, the deployment cycle can be adjusted 
and restarted from the beginning. 
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 Figure 9: Pillars of the Zero Trust integration model.



26

﻿

In general, organizations can implement a Zero Trust architec-
ture in production environments through various strategies. 
Common methods that align with the seven tenets of Zero 
Trust include enhanced identity governance, micro-segmen-
tation, and software-defined perimeters [11]. Each method 
adheres to Zero Trust tenets but may prioritize different 

components. The choice of approach typically depends on 
specific use cases and existing policies, with some being easier 
to implement than others. While alternative methods remain 
feasible, they may necessitate more substantial changes to 
current business processes.

Figure 10: Hybrid Zero Trust architecture deployment cycle.
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The recent number of security incidents shows that cyberse-
curity will remain a pressing issue for organizations, driven 
by emerging threats and tightening security and regulatory 
requirements. As these challenges evolve, the importance of 
robust cybersecurity measures is likely to increase significant-
ly. As a reference, expenditure on IT security in Germany will 
increase by 13.1 % by 2024 and will exceed the 10 billion euro 
mark for the first time [13]. However, there is a significant gap 
compared to the total loss of 266.6 billion euro forecast for 
Germany in 2024. 

In this context, Zero Trust could provide a robust strategy to 
mitigate the risks associated with digitalized and connected 
production, enabling companies to improve their cyber resil-
ience and protect themselves from future threats. Adopting a 
Zero Trust architecture in digitalized production environments 
presents numerous opportunities to enhance security. By 
following Zero Trust principles, organizations can strengthen 
their security posture through targeted measures that establish 
explicit trust for identities, devices, networks, applications, and 
data. This strategy considerably lowers the risk of unauthorized 
access and malicious activities. Furthermore, by minimizing 
the attack surface through restricted resource access, Zero 
Trust effectively reduces potential entry points for attackers. 
This enables companies to meet the obligations to implement 
security mechanisms as prescribed by NIS2 and prepare their 
business for the future in the context of upcoming regulations 
and cyber threats.

However, the integration of a Zero Trust architecture intro-
duces unique challenges, particularly in digitalized produc-
tion environments. For instance, having a comprehensive 
data inventory and a clear understanding of necessary data 
communication is crucial for organizations. Without a well-de-
fined awareness of permissible network interactions, access 
requirements, and the locations of sensitive data within the 

infrastructure, the risk of integration failures rises significantly. 
Moreover, when planning and designing a Zero Trust architec-
ture, it's essential to consider OT-specific requirements, includ-
ing the need for high availability, low latency, and the integra-
tion of legacy systems. An inadequately designed integration 
that fails to align with business processes can undermine the 
effectiveness of a Zero Trust implementation. Furthermore, the 
lack of standardization, particularly in OT, along with elevated 
costs, presents considerable obstacles to the successful deploy-
ment of Zero Trust within production environments.

Despite the various challenges associated with the implemen-
tation of Zero Trust, organizations could position themselves 
for the future through a strategically planned approach, there-
by adapting to the evolving threat landscape. Considering that 
“the path to Zero Trust is an incremental process that may take 
years to implement” [14], it would be advisable for companies 
to proactively address the concept of Zero Trust at this stage 
and explore the potential for incorporating initial measures, 
driven by regulatory obligations, into their cybersecurity plan-
ning process.

Conclusion  
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Introduction

With the emergence of Industry 4.0 in the 2010s, the idea of 
digital twins increasingly came into focus. Digital twins were 
introduced as a concept to create a digital representation of a 
physical object, machine, or system. The rapid progress of the 
Internet of Things (IoT) and the availability of powerful cloud 
computing have further driven the development of digital 
twins. Even though the first concept of a digital twin has been 
present for several years, the integration of digital twins in 
the manufacturing sector still needs to improve. Digital twins 
are heavily dependent on high-quality and reliable data. If the 
data used to create and update a digital twin is incomplete or 
incorrect, this can affect the accuracy and reliability of a digital 
twin. In addition, not all required data sources may always 
be available, especially when dealing with older machines or 
systems that were not designed from the beginning to be 
integrated into a digital twin. Another challenge is creating an 
accurate and detailed digital twin. It requires extensive mod-
eling efforts to capture all relevant aspects of the real system. 
The more complex the real system, the more difficult it can be 
to include all details in the digital twin, which can lead to mod-
eling simplifications or approximations. Further, scaling a digi-
tal twin to large systems or complex production environments 
can be challenging. Therefore, the scalability of digital twins is 
an issue that must be considered during implementation.

The Digital Twin Demonstrator – Bringing the Concept to Life 
study is a follow-up study on the 2023 digital twin study. The 
2023 study focused on laying the foundations for digital twins 
in manufacturing. The Fischertechnik Learning Factory 4.0 
was used as simple hardware to demonstrate the concepts 
and serves as the physical model for the demonstrator. It was 
selected by the ICNAP community during last year’s study 
based on two main requirements. First, the physical model 
needed to come preassembled for ease of setup. Second, the 
actuators must be controlled using industrial-grade hard-
ware to demonstrate the transferability of the digital twin to 
industrial use cases. In this case, the Learning Factory 4.0 uses 
a Siemens S7-1500 PLC . Although most of the actuators are 
not industrial grade, the Siemens PLC allows us to implement 
the demonstrator using industrial hardware, reducing the gap 
between the demonstrator and real-world use cases. As a 
result, the 2023 study implemented a digital twin utilizing the 
Asset Administration Shell as a data bride and Unity and Real-
virtual.io for their visualization and simulation capabilities of 
the digital twin. However, essential concepts for a digital twin, 
such as controlling the physical asset through the digital twin, 
were not completed in the 2023 study. This was the motivation 
to create a 2024 study.

In the 2024 study, we continue working on the Fischertech-
nik digital twin demonstrator by expanding last year’s study 
to support new use cases and features. Building upon the 
foundations laid in 2023, our focus in 2024 is on completing 
and extending the demonstrator to explore new technological 
applications within the realm of Industry 4.0. The previous 
study successfully created a digital twin  demonstrator, high-
lighting key benefits and addressing challenges in integrating 
digital twins within manufacturing environments. Chapter 4.2 
summarizes its content. This year’s study aims to go further 
by implementing a cloud-based control system, introducing a 
collision warning mechanism, and developing a product defect 
notification system.

Integrating cloud-based control allows for enhanced remote 
management capabilities, ensuring greater scalability, flexibili-
ty, and real-time oversight of production systems. By leverag-
ing cloud technology, manufacturers can monitor and adjust 
system parameters from any location. Furthermore, cloud con-
nectivity paves the way for integrating advanced data analytics 
and artificial intelligence to optimize manufacturing processes.

Another key innovation in this study is developing a collision 
warning system. This feature is designed to increase safety 
and reduce risk in the manufacturing process by using data to 
detect potential hazards in real time. By accurately predicting 
collisions, the system can provide timely alerts, ensuring that 
machine operators or automated systems can take preventive 
action, minimize damage, and maintain production flow.

Additionally, the product defect notification system represents 
a significant advancement in quality control. This feature 
enables real-time detection of product anomalies during man-
ufacturing, ensuring defects are identified and addressed early 
in production. This improves product quality, reduces waste 
and rework, and contributes to more sustainable manufactur-
ing practices.

This follow-up study evolves last year’s demonstrator. We aim 
to highlight how digital twins can improve production pro-
cesses, reduce downtime, enhance safety, and improve overall 
product quality by addressing critical use cases such as cloud-
based control, collision detection, and defect notification. The 
findings from this extended demonstrator will provide valu-
able insights into the future of digital twin applications in the 
manufacturing industry, offering practical, scalable solutions to 
complex industrial challenges.
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Summary of the 2023 study

The 2023 study concentrated on implementing the backend 
dataflow of digital twins, aiming to showcase the advantages 
of open, standardized, and machine-readable digital interfaces. 
The central element in this setup is the standardized interface, 
realized through the Asset Administration Shell (AAS) deployed 
on a BaSyx server, as depicted in Figure 11. This interface 
centralizes data exchange, making it easily manageable and 
updateable. The AAS offers several key features:

1.	 Asset registration: The BaSyx Server allows assets to be 
registered in the AAS, capturing relevant information such 
as identification, properties, functions, and relationships. 

2.	 Asset management: It manages assets throughout their 
lifecycle, including capturing changes, managing updates 
and versions, and tracking asset-related events and activ-
ities. 

3.	 Asset provisioning: It makes assets available for other 
components within the Industry 4.0 environment, 
enabling seamless interaction and integration. 

4.	 Metadata management: It manages metadata of the 
assets, including descriptions of attributes, interfaces, 
states, events, and other relevant information. 

5.	 Security and access control: It implements security mea-
sures to ensure confidentiality, integrity, and availability of 
the assets and the AAS, providing access control based on 
defined permissions and roles. 

The standardized interface facilitates modular and independent 
interaction of software components, simplifying development, 
maintenance, and integration of new or replacement compo-
nents. This modularity also allows for the decoupling of data 
protocols, enabling a centralized data bridge component to 
dynamically translate between different protocols.

This approach empowers companies to seamlessly lever-
age software components from various developers, as they 
can interact without extensive infrastructure adjustments 
or protocol bridging. The demonstrator illustrates this by 
using different database technologies tailored to data struc-
ture requirements. For static data, such as digital product 
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During this year's study, we extended the functionality of the 
digital twin. Chapter 4.2.2 discusses the study goals that were 
planned together with the ICNAP community. Based on the 
goals, use cases are derived and presented in Chapter 4.2.3. 

Goals of the study

Together with the ICNAP community, we defined and priori-
tized the study's objectives based on their specific interests in 
digital twin use cases. During the meeting, four main objec-
tives were proposed to guide the development and implemen-
tation of the digital twin demonstrator: Complete the 3D visu-
alization of the Learning Factory 4.0 in the Unity framework; 
Implement a feature displaying machine errors in the digital 
twin, offering enhanced diagnostic capabilities; Integrate a 
system to inform users about product defects and improving 
quality control measures; Achieve full digital control of the 
hardware through cloud-based systems, allowing remote con-
trol and management through the digital twin. 

The ICNAP community prioritized finishing the 3D visualization 
and enabling fully digital control through the digital twin. The 
third goal, which focused on product defect notifications, was 
acknowledged as a valuable addition but was marked as a 
potential option rather than a core priority for this phase. This 
process of goal setting ensured that the study would focus on 
the most relevant and impactful developments for the industry 
partners, with flexibility for future enhancements based on the 
outcomes of this phase. 

In the following chapter, the three use cases are shortly 
presented.

3D visualization
The 3D visualization of manufacturing processes through digi-
tal twins provides an immersive and interactive representation 
of physical systems, allowing operators to visualize, analyze, 
and optimize processes in real time. This use case leverages 
advanced graphics and data integration to enhance deci-
sion-making and operational efficiency. The visualization aims 
to monitor manufacturing operations, including machinery 
status and production metrics. It seeks to enhance understand-
ing of complex processes through visual representation the 
operational awareness. Lastly, it facilitates data-driven insights 
by integrating real-time data from the physical environment, 
enabling informed decision-making and rapid responses to 
issues.

The benefits of this 3D visualization approach are significant. 
By visualizing the entire manufacturing process, operators can 
identify inefficiencies or bottlenecks that may not be apparent 
through traditional monitoring methods, facilitating proactive 
adjustments to enhance productivity. Real time data visual-
ization also allows for immediate insights into system perfor-
mance, enabling operators to make informed decisions quickly 
and reducing response times to issues. Furthermore, visualizing 
machine operations and workflows in a 3D environment helps 
identify potential hazards, enhancing operator safety protocols 
and training. Additionally, the immersive nature of 3D visual-
ization fosters better collaboration among team members, as 
stakeholders can visualize and discuss processes collectively, 
leading to more effective problem-solving.

Motivating the use cases for the digital twin  

datasheets or production planning, MongoDB is employed, 
while dynamic, time-series-based data required for simulations 
is stored in InfluxDB. Both databases are hosted within their 
own Docker containers, with the AAS registry serving as the 
sole access point. The semantic description of sensor data from 
the Fischertechnik Learning Factory 4.0 allows the database to 
automatically determine the most suitable storage solution.

The results study emphasizes the benefits of a standardized 
and centralized data interface in creating scalable and adapt-
able software systems, enabling efficient and seamless integra-
tion of diverse components in the digital twin ecosystem.



32

﻿

Digital cloud-control of hardware
The main objectives of this implementation are to provide 
remote access to hardware, facilitate real time data exchange, 
and enable proactive management of manufacturing pro-
cesses. This digital control system allows operators to adjust 
machine settings, monitor performance metrics, and respond 
to issues without being physically present on-site, improving 
overall productivity.

One of the significant advantages of cloud-based digital con-
trol is the scalability it offers. As manufacturing needs grow, 
additional hardware can be integrated into the cloud system 
without substantial infrastructure changes. This flexibility 
allows manufacturers to adapt quickly to changing market 
demands or production requirements. Furthermore, cloud-
based control enhances team collaboration by providing a cen-
tralized data-sharing and communication platform. Operators, 
engineers, and management can access the same information 
in real time, fostering a culture of transparency and informed 
decision-making. This collaborative environment also allows 
for more effective troubleshooting and problem resolution, as 
stakeholders can quickly identify and address issues.   

Machine error notification
The digital twin offers advanced visualization capabilities and 
can detect machine error states before they happen through 
simulation technology. This use case lets users test machine 
programs on the digital twin beforehand. without having to 
test them on real machines, minimizing the risk of machine 
failure or damage. During operation, this can also help notify 
the operator about previous unforeseen error states. This again 
shows the direct monitoring benefits that digital twins offer 
the operators.

Product defect notification 
The product defect notification system is critical to ensuring 
quality control within manufacturing processes. By leveraging 
real-time data analytics and cloud-based communication, 
this use case enables manufacturers to promptly identify 
and address product defects, thereby minimizing waste and 
enhancing customer satisfaction. The primary objectives 
of this implementation are to provide immediate alerts for 
product defects and enable data-driven decision-making. By 
establishing a robust notification system, manufacturers can 
swiftly react to quality issues, reducing the risk of defective 
products reaching the market. A significant advantage of the 
Product Defect Notification system is its capacity for effectively 
monitoring production quality by combining various data flows 
within the digital twin. Manufacturers can achieve a holistic 
view of the production process by integrating data from mul-
tiple sources – such as machine performance, environmental 
conditions, and material specifications. This comprehensive 
monitoring allows quicker identification of quality issues, as 
operators can correlate defects with specific machine states or 
ecological factors.
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3D visualization  and digital cloud control of 
hardware

The technical implementation of the 3D visualization utilizes 
the CAD files provided by Fischertechnik  for the Learning 
Factory 4.0. While these CAD files contain all components with 
proper dimensions and placements of the Learning Factory 4.0, 
they offer no information about the movement capabilities of 
the components. Instead of creating separate animations for 
each movement, using regular computer graphics techniques, 
we implemented a custom movement system based on the 
established robot joint system, where each separate movement 
is comprised of six base movement components:

Rotary joints: Movement around an axis
Linear joints: Straight-line motions
Twisting joints: Enabling rotation
Revolute joints: Single-axis rotation
Spherical joints: Multi-directional mobility
Cylindrical joints: Combined movements 

This allows us now to actuate each movement via virtual 
motors, similar to the actuation of the physical counterpart, 

with the Unity Physics Engine computing the movements of 
the 3D models inside the digital twin. This approach not only 
facilitates easier development of the digital twin but also 
improves the realism of the digital twin by integrating complex 
motion dynamics simulations without having to incorporate 
them into 3D animation frameworks. One minor disadvantage 
of this approach is the visualization's reduced smoothness 
since all components' positions are recalculated at each time 
step without blending in between. However, this was regarded 
as inconsequential as the simulation can still run above 30 fps 
on a regular desktop PC without high-end graphics hardware, 
providing the illusion of smooth movement for most compo-
nents. An example of the UI is shown in Figure 12.

 A critical aspect of this implementation is transitioning from a 
sequential hard-coded PLC code provided by Fischertechnik to 
a modular code. In the traditional approach, the PLC executes 
a fixed sequence of operations, which limits flexibility and 
adaptability. By moving to a modular design, each movement 
is encapsulated within a separate functional block. This modu-
lar approach allows these blocks to be triggered independently 
through the digital twin interface.

Technical implementation of the digital twin

Figure 12: User interface of the digital twin of the Fischertechnik hardware.
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The benefits of this modular structure are substantial. Firstly, 
it enhances flexibility, enabling operators to adjust individual 
movements without rewriting the entire control program. This 
adaptability is particularly useful in dynamic manufacturing 
environments where processes must be altered frequently. 
Secondly, it simplifies debugging and maintenance, as devel-
opers can isolate issues within specific functional blocks rather 
than navigating through a complex, interconnected sequence. 
Lastly, this approach promotes reusability, allowing the same 
movement blocks to be employed in different processes or 
setups, ultimately speeding up the development cycle. How-
ever, limitations are associated with the S7-1500 PLC used in 
the Learning Factory  4.0, particularly concerning its OPC UA 
server. The minimal update time for the OPC UA subscription 
mechanism is set at 0.5 seconds, which introduces signifi-
cant latency into the system. This delay can hinder real-time 
responsiveness, making achieving the desired interactivity and 
fluidity in the 3D simulation challenging. We propose moving 
from the subscription mechanism to a busy polling system to 
address this issue. In this configuration, the Unity application 
will actively poll the appropriate OPC UA variables for each 
movement at a much higher frequency. By employing separate 
threads for each movement, the system can independently 
query the PLC for updates without introducing excessive laten-
cy. This design allows for more immediate feedback in the 3D 
simulation, enhancing the overall user experience and ensuring 
operators can interact with machinery in real time.

Machine error notification 

The machine error notification system is a crucial component 
of the digital twin that enhances the safety and reliability of 
manufacturing processes. This system is demonstrated by pre-
dicting potential collisions among components in the Learning 
Factory 4.0 setup. 

The implementation begins with creating custom collision 
boxes for each component within Learning Factory 4.0. These 
collision boxes are designed to encapsulate various physical 
dimensions and operational boundaries, such as robotic arms, 
conveyor belts, and other machinery. By accurately modeling 
these components, we ensure the collision detection system 
can effectively simulate real-world interactions. Once the colli-
sion boxes are established, the Unity Physics Engine handles  
 
real time collision detection. The engine continuously monitors 
the positions and movements of the components, checking for 
intersections between the collision boxes. When a potential 
collision is detected, the system triggers predefined responses, 
including notifications to operators, alerts to halt operations, 
or visual cues in the 3D simulation indicating the impending 
collision.

Implementing a collision detection system offers several poten-
tial benefits for actual industrial processes.

1.	 Enhanced safety: By predicting collisions before they 
occur, manufacturers can significantly reduce the risk of 
accidents and injuries in the workplace. This proactive 
approach to safety creates a more secure environment for 
operators and machinery alike. 

2.	 Reduced downtime: Early detection of potential colli-
sions allows for timely interventions, preventing equip-
ment damage and subsequent downtime. In a manu-
facturing context, unplanned stoppages can be costly in 
terms of lost productivity and repair expenses. By minimiz-
ing the likelihood of collisions, manufacturers can maintain 
smoother operations. 

3.	 Improved efficiency: With collision detection systems 
in place, operators can optimize their workflows without 
fear of unintended interactions between components. 
This increased confidence can lead to more efficient use 
of machinery and resources, ultimately driving higher 
productivity. 

4.	 Training and simulation: The collision detection 
mechanism can also serve as a valuable training tool for 
new operators. Trainees can gain hands-on experience in 
managing machinery safely and effectively by simulating 
potential collision scenarios within the digital twin. This 
educational aspect enhances skill development while 
reducing the risk of real-world incidents. 

The collision detection system seamlessly integrates into the 
digital twin framework, allowing real-time monitoring and 
control. Operators can visualize the current state of the manu-
facturing process, including any detected collisions, within the 
3D simulation. This integration provides a comprehensive view 
of operations, enabling informed decision-making and quick 
responses to potential issues. The machine error notification 
system is designed to be highly customizable, allowing manu-
facturers to tailor the parameters and thresholds for collision 
detection based on their specific operational needs. This flex-
ibility ensures that the system remains relevant and practical 
across various manufacturing.  
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In conclusion, this study builds upon the foundations estab-
lished in the previous year's digital twin demonstrator study,  
significantly expanding its capabilities to address critical Indus-
try 4.0 use cases. By integrating cloud-based control, a collision 
warning mechanism, and a product defect notification system, 
the digital twin is now more versatile and relevant to modern 
manufacturing environments. Implementing 3D visualization 
through advanced modeling and data integration enhances 
operational efficiency by allowing real-time monitoring and 
optimization of production processes.

The introduction of cloud-based control adds flexibility, scal-
ability, and real-time data exchange, enabling remote man-
agement of manufacturing systems. This promotes enhanced 
collaboration and faster response times. The collision warning 
system improves safety and operational flow by detecting 
potential hazards before they occur, while the product defect 
notification system supports quality control through early 
detection of anomalies, reducing waste and rework.

Through these innovations, the study not only extends the 
functionality of the Fischertechnik demonstrator but also 
provides valuable insights into the future of digital twin appli-
cations. The findings illustrate how digital twins can improve 
productivity, enhance safety, reduce downtime, and ensure 
better product quality, offering practical solutions to meet the 
evolving needs of the manufacturing industry.

Conclusion

Product defect notification 

An initial challenge we faced was that the Learning Factory 4.0 
does not come equipped with sensors that could be directly 
utilized for detecting product errors. To address this limitation, 
we adopted the approach of creating simulated virtual sensors. 
These virtual sensors are programmed to simulate the behav-
ior and data output of real-world sensors that would typically 
monitor various aspects of the manufacturing process, such as 
dimensional accuracy, surface quality, and assembly preci-
sion. The virtual sensors generate data based on predefined 
error conditions and scenarios that mimic potential real-world 
defects.

The AAS framework provides a standardized, centralized 
interface for managing and exchanging data among various 
components of the digital twin ecosystem. In this setup, the 
simulated virtual sensors generate data captured and regis-
tered within the AAS. The AAS framework enables real-time 

monitoring and management of this data by storing detailed 
metadata about each virtual sensor, including identification, 
properties, and error conditions. When an error is detected, 
the AAS triggers an immediate notification, leveraging its 
robust security and access control mechanisms to alert the 
right personnel promptly. This integration ensures that all data 
exchange and error notifications are handled in a modular, 
scalable, and secure manner, facilitating efficient interopera-
bility among the digital twin components and enhancing the 
overall reliability of the manufacturing process.
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Motivation

In recent years, artificial intelligence (AI) applications are 
emerging in the field of manufacturing industry enabled by the 
greater availability of data. The rise of Industry 4.0 technolo-
gies has driven significant advancements in the realm of AI, 
fostering a greater adoption of this innovative technology. As a 
result, manufacturing environments are becoming increasingly 
dynamic and connected envisaging higher agility, productivi-
ty,  and sustainability. Solutions such as data-driven predictive 
analytics and assisted decision-making are thereby contributing 
to an improved product quality, increased performance and 
cost reductions [15], [16].

However, the industrial adoption of such solutions is charac-
terized by a high degree of complexity. Various challenges are 
faced such as real-time processing needs, high security require-
ments, the integration of heterogenous devices as well as large 
data volumes to be handled. Numerous organizations are not 
adequately prepared to address these issues which impedes 
the integration of AI solutions in the industrial context [15]. In 
connection with this subject, the vision of “Plug & Produce” 
was addressed. It is defined as the “capability of a production 
system to automatically identify a new or modified compo-
nent and to integrate it correctly into the running production 
process without manual efforts and changes within the design 
or implementation of the remaining production system” [17]. 
This means, machines and devices can be interconnected 
instantaneously without the need of a specific driver instal-
lation or change in setting configurations. New components 
can be added rapidly and seamlessly, thus increasing flexibility, 
efficiency and interoperability in the manufacturing environ-
ment [18], [19].

With regard to the integration of AI applications to the shop 
floor, this concept is usually not applied as current AI pipelines 
are nowadays often detached from the production environ-
ment. They mostly only receive manual data input (e.g. csv files) 
and conversely, do not automatically deliver the AI output to 
the physical system. That is why the question arises how it can 
be achieved to integrate AI applications seamlessly to the shop 
floor by using a Plug & Produce approach [17], [18].

For the connection between AI application and physical assets, 
an Industrial Internet of Things (IIoT) connectivity framework 
has to be established. It incorporates the communication begin-
ning from the physical layer (e.g. Ethernet or WiFi) over the 
transport layer which includes different machine protocols to 
the distributed data interoperability and management layer [19].

However, the challenges can be summarized as follows:

The lack of clarity regarding the specific technologies 
required to link AI applications and machines poses a chal-
lenge [20].
The market offers a diverse array of technologies, each with 
distinct characteristics [21].
Selecting the appropriate option tailored to individual needs 
demands considerable expertise and research, thereby com-
plicating the decision-making process [22].
In addition, a structured approach for this problem is often 
not defined due to the individual requirements and different 
implementation options [23]. 

The ICNAP study “Seamless AI Integration through Plug & 
Produce approach” aims to address these challenges. Three 
primary objectives have been identified which form the foun-
dation of this guideline:

A comprehensive overview of available technologies on the 
market will be created, enabling customers to quickly identi-
fy the most suitable option for their specific use case.
Key criteria will be established to facilitate the selection of 
suitable technologies and accelerate the conceptual process.
A structured procedure will be derived, which should guide 
companies on how to seamlessly integrate AI into their 
production environments.
Overall, the guideline envisions to reduce the effort required 
for technology research, enabling customers to transition 
into the implementation phase with greater efficiency and 
speed. 
 
 

Introduction
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Structure of the report

The study aims to address these gaps and challenges and 
provides a guideline for companies to realize a seamless AI 
integration to the physical asset. 

After a comprehensive description of the initial situation and 
the general concept of the study in the following chapter 5.2, 
the next chapter 5.3 presents the technologies relevant for 
connecting and linking AI applications to the machines. This 
chapter forms the scientific basis for identifying evaluation 
criteria for selecting the right technologies for the respective 
use case. 

This is followed by a comprehensive analysis of the technolo-
gies, such as interfaces, databases and IIoT platforms, which 
play an important role in the development and implementation 
of seamless AI integration.

Chapter 5.5 presents the developed procedure of the guide-
line, which is made up of the previously developed content. 
The core of the guideline is a questionnaire, which is intended 
to support the company in the selection of technologies. A 
demonstrator will illustrate the relevance and selection of tech-
nologies for practical implementation in chapter 5.6. Finally, 
the results are summarized and a brief outlook for further 
work is given.

The overall goal of the study is to support the identification and 
selection phase of suitable technologies for realizing a seamless 
AI integration at the shopfloor. An attempt is being made to 
achieve this goal by developing a comprehensive guideline  to 
support the selection process for the key technologies.

The overview shown in Figure 13 serves to clarify the selected 
technology types which were defined as relevant for AI integra-
tion at the shopfloor. The aim is to realize a suitable connection 
between physical machines and AI applications into the existing 
environment as easily as possible.

But for most of the companies, it is not yet clear which technol-
ogies are available on the market and which are best suited to 
their own use case. To close this gap, this guide dives deeper 
into the selected technologies and analyzes which technologies 
meet which criteria that are relevant to the integration process 
and depend on different use cases.

Furthermore, in most cases, there is already a machine that per-
forms a specific production step and is equipped with specific 
data interfaces. On the one hand, commands can be transmitted 
to the machine. On the other hand, it is also possible to retrieve 
production data from the machine to generate information from 
the operation. 

In order to send the data between the machine interface 
and the AI application, different technologies like databases, 
middleware, machine protocols or IIoT platforms can be used to 
transfer the data and information between the two parties.

A.	 A middleware system is often required to distribute the 
data further between the devices. This makes it possible, for 
example, for several AI applications to receive production 
data from one machine. Furthermore, predictions made by 
the AI application can be transmitted back to the machine 
with any degree of automation.  

B.	 For saving important data, it makes sense to store it in form 
of a database that is connected to the middleware. This also 
allows the AI application to incorporate historical data into 
the prediction.  

C.	 If an IIoT platform is already in use or is to be used, this soft-
ware platform already includes some components such as 
databases, middleware or various interfaces for connecting 
the various machines and devices in the network. Integrated 
AI applications of the IIoT platform can also be used or an 
external application can be connected to the platform. 

D.	 Furthermore, the selection of the correct machine protocol 
is crucial for the transfer of information. Factors such as 
data speed, information size or usability of the protocol can 
be decisive for the selection of the protocol and success of 
the complete use case. 

General concept of the study
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Figure 13: General concept of the study—Integration of AI application through Plug & Produce.

In the scope of this study, several technologies in the context 
of IIoT will be presented and evaluated. This chapter aims 
at giving a brief overview about relevant technologies that 
need to be considered in the seamless AI integration process 
through Plug & Produce.  

Furthermore, criteria have been elaborated that have an 
influence on the decision as to which AI integration strategy is 
best suited for the respective use cases. These criteria form the 
basis of this study on which the further procedure is built. Con-
sequently, this chapter dives deeper into the selected criteria 
identified as crucial for the seamless AI integration process.

Relevant technologies along the seamless AI 
integration

After the completion of an extensive scientific research, core 
technologies along the seamless AI integration were identified 
in the field of industrial applications. These are middleware 
architectures, databases, IIoT platforms, communication 
protocols and AI applications. This section provides a short 
introduction on those core components building the connec-
tion between AI application and machines as depicted in the 
study’s big picture.

Middleware
Middleware is a software layer that acts as an intermediary 
between different applications or components in a distrib-
uted system. It supports various protocols, such as HTTP, 
gRPC, or WebSocket, enabling seamless communication and 
data exchange. In the context of AI integration, middleware 
provides a standardized interface for deploying models, man-
aging data flow, and orchestrating processes across multiple 
platforms. It ensures that AI components can interoperate 
efficiently with existing software infrastructures, regardless 
of underlying technology differences. This facilitates real-
time data processing, model execution, and decision-making. 
By abstracting complex communication tasks, middleware 
enhances the scalability, reliability, and performance of AI-driv-
en systems [24]–[26]. 

Databases
Databases are structured collections of data that are stored 
and accessed electronically. They are crucial for storing, man-
aging, and retrieving large amounts of information efficiently. 

A distinction is made between relational, NoSQL, object-ori-
ented and hierarchical databases. While relational databases 

Theoretical background



40

﻿

save data in a tabular format and are therefore only suited for 
structured data, NoSQL databases can also handle unstruc-
tured and semi-unstructured data. Subcategories of this type 
of databases are key-value, document and graph databases for 
example. In object-oriented databases, data is saved in form of 
objects containing both attributes and methods. Hierarchical 
databases organize data in a tree structure, where each child 
node has one parent node and parent nodes can have multiple 
child nodes [27]–[30].

IIoT platforms
Industrial Internet of Things (IIoT) platforms are specialized 
frameworks that facilitate the connection, management, and 
analysis of industrial devices and systems. These platforms 
enable the integration of various industrial protocols, data 
storage solutions, and analytics tools to optimize industrial 
operations [31].

Various tech companies offer their own IIoT platform such as 
Amazon, Microsoft or Siemens [32]–[34].

More than 620 IIoT platforms exist by now and the market is 
steadily growing [31].

Communication protocols
Machine protocols are standardized communication methods 
used to enable data exchange between different machines, 
devices, and systems. These protocols ensure that machines 
can interact seamlessly, even if they are from different 
manufacturers.

Examples for well-known protocols are MQTT, OPC UA, 
AMQP, CoAP and MTconnect. In the following these protocols 
are presented in more depth.

MQTT, which stands for Message Queuing Telemetry Trans-
port, is a lightweight and reliable protocol designed for 
message transmission across networks in a one-to-many dis-
tribution model. Its efficiency makes MQTT one of the leading 
choices among publish/subscribe communication solutions 
[35], [36].

Open Platform Communication Unified Architecture (OPC 
UA) is designed to resolve the issue of interoperability among 
hardware devices by offering a standardized communication 
framework. Created by the OPC Foundation specifically for 
industrial automation, it aims to merge all existing protocols 
into a single, cohesive data model. It is also not just a protocol, 
but a meta modeling language, which serves the semantic 
modeling of information [37]–[39].

The Constrained Application Protocol (CoAP) is designed for 
communication between Internet of Things (IoT) devices that 
have limited resources. Thus, it is ideal for low-power devices 
or devices with small space of memory and narrowband net-
works with poor connection quality [35], [38].

Advanced Message Queuing Protocol (AMQP) is an open-stan-
dard protocol that allows for asynchronous communication by 
enabling messages to be stored in a queue. AMQP is designed 
to ensure security, reliability, and seamless interaction with 
other systems [35], [38].

MTConnect is an open, non-proprietary, and extensible stan-
dard that leverages XML to facilitate enhanced interoperability 
among machines. As a one-directional read-only protocol, 
MTConnect is typically employed for machine monitoring 
purposes [39], [40].

AI application 
In production, AI applications such as predictive quality, pre-
dictive maintenance, quality control, and anomaly detection  
can offer significant benefits for companies. Predictive quality 
enables the forecasting of product quality through the analysis 
of historical data, allowing for early detection of potential qual-
ity issues. Predictive Maintenance aims to predict maintenance 
needs and possible machine failures, minimizing unplanned 
downtimes and enhancing efficiency. Quality control utilizes 
automated monitoring and analysis of production processes 
to ensure compliance with quality standards, thereby guaran-
teeing product consistency. Finally, anomaly detection helps 
to identify unusual patterns or deviations in production data, 
enabling quick resolution of potential problems [41].

Criteria to evaluate core technologies

In this study, 18 different criteria were defined that need to 
be kept in mind when integrating AI into the shop floor. They 
were selected after screening various research papers about 
the integration of IoT technologies in industrial environments 
and interviewing experts in the field. In order to focus on 
the decisive technologies, the various criteria are divided into 
different categories and will be matched to them individually. 
Furthermore, the complete criteria list is shown in Figure 14. 

By looking from various perspectives, different criteria get into 
focus. From an AI perspective for example, it is crucial to ascer-
tain whether the application must operate in real-time, or if 
the decision process should be automated or not. Meanwhile, 
from a machine perspective, it is essential to understand the 
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available device resources. Conversely, the connection perspec-
tive offers insights into the significance of data security, for 
instance. These example criteria are supporting the selection 
process to find tailored technologies for the individual use case 
of a company and gives the developer a better sense of which 
properties of his solution he needs to pay attention to. 

Furthermore, it is important to define each criterion once in 
order to create a uniform understanding. In the following a 
definition of one criterion is provided exemplarily for each of 
the three perspectives:

Real time capability: The near-instantaneous process-
ing of data and execution of actions so that systems can 
respond and adapt to changes and inputs as they occur.
Horizontal scalability: The ability to manage an increasing 
number of devices.
Reliability: A reliable protocol ensures the successful deliv-
ery of data to the intended recipients, where the data is 
received in full, without errors and in the correct order. 
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In this chapter, the core technologies presented in section 
“theoretical background” are evaluated regarding the elab-
orated criteria introduced in its subsequent section. The 
aim here is to provide a comparable overview of individual 
technologies, which are evaluated on the basis of selected 
criteria. Hence, it builds the foundation on identifying which 
technologies offer the highest suitability for the connection 
components between machines and AI application, depending 
on the use case. 

The evaluation of the core components was done by a com-
parison of the technologies’ properties to the selected criteria 
using Harvey balls. These give an indication of the extent to 
which a criterion is fulfilled. The following applies: 0 % means 
the criterion is not fulfilled at all, 100 % that the criterion is 
very well or optimally fulfilled.

Machine protocols

In April 2024, an ICNAP workshop was conducted for the 24 
member companies of the ICNAP community. The community 
was asked to specify which industrial technologies they are 

using in their production processes. Regarding machine pro-
tocols, the community stated, that they deployed MTconnect, 
MQTT and OPC UA among others.

After evaluating the results of the ICNAP workshop and 
screening various research articles regarding relevant com-
munication protocols in the IIoT sector, five different machine 
protocols have been selected for further evaluation. These are 
MQTT, OPC UA, CoAP, AMQP and MTconnect. 

The five machine protocols were evaluated regarding nine 
different criteria. These are data type, vertical and horizontal 
scalability, interoperability, device resources, reliability, speed 
and data security. 

After having elaborated the protocol’s properties regarding 
every single criterion, they were transferred in a graphical rep-
resentation using the above-described Harvey balls. The results 
are shown in Figure 15.  
 

Evaluation of selected technologies
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As can be seen, every evaluated protocol except MTconnect 
optimally fulfills the “Horizontal Scalability” criterion meaning 
that an increasing number of devices can be connected [42]. 

Regarding the criterion “Device Resources”, the Harvey balls  
were filled if the protocol has low requirements on the device 
resources and left empty if high requirements are needed. 
Since MQTT and CoAP are especially suited for communication 
between devices with limited resources as low-power devices 
or narrowband networks with limited connection quality, they 
optimally fulfill the criterion [35], [43].

The reliability and speed criteria were thereby dependent on 
the underlying network communication protocols UDP and 
TCP. Those communication protocols relying on UDP as OPC 
UA and CoAP have their strengths in a fast data transfer rate. 
Whereas MQTT, AMQP and MTconnect do not focus on speed 
but on transferring every message reliably by guaranteeing 
message receipt, the correct message order and preventing 
duplication. These are features that are enabled by the TCP 
protocol [42], [44].

Databases

In the scope of this study four different categories of databases 
presented in section 5.3.1 were examined: Relational, NoSQL, 
object-oriented and hierarchical databases. Regarding the 
NoSQL database three subcategories were analyzed in more 
detail namely key-value, document and graph database. An 
overview about the chosen databases is given in Figure 16.

The chosen criteria for the evaluation were vertical and horizon-
tal scalability, Plug & Produce, data structure, data backup and 
speed. 

All databases fulfill the criterion “Vertical Scalability” effectively, 
handling high data volumes and complex scenarios. Relational, 
key-value, document, and graph databases are optimized for 
large-scale data, while object-oriented databases handle com-
plex data models well. Hierarchical databases, while effective for 
hierarchical relationships, are less suited for large data volumes.

Most databases meet the criterion “Horizontal Scalability” by 
easily expanding through additional nodes or servers. Relational 
and hierarchical databases generally scale better vertically with 
fewer machines.

In terms of the criterion “Plug & Produce”, integration ease 
varies. Relational and hierarchical databases, with their struc-
tured data and fixed schemas, require medium to complex 
integration efforts. Key-value and document databases offer 
easier integration due to their flexible schemas, whereas graph 
and object-oriented databases, with their complex data models, 
demand greater integration effort.

For the criterion “Data Structure”, relational databases use 
structured, tabular formats. Key-value and document data-
bases handle data in unstructured formats like key-value pairs 
and JSON documents. Graph databases utilize structures for 
complex relationships, while object-oriented and hierarchical 
databases use structured formats such as objects and tree 
structures.

Figure 16: Evaluation between selected criteria and databases [46]–[52].
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All databases fulfill the criterion “Data Backup” with well-es-
tablished mechanisms for reliable data protection and recovery. 
Therefore, all Harvey balls are filled fully.

Regarding the criterion “Speed”, most databases provide high 
performance with fast queries and transactions. Hierarchical 
and graph databases focus more on managing complex que-
ries and data structures, with speed being a secondary concern

IIoT platforms

In this study, seven of the most widely recognized IIoT plat-
forms were chosen and evaluated considering ten of the 
defined criteria. These platforms are Amazon AWS IoT, Bosch 
IoT Suite, GE Predix, IBM Watson IoT Suite, SAP Leonardo, 
Siemens Mindsphere and Microsoft Azure IoT Suite which were 
selected after extensive scientific research about the most 
known platforms in literature [53]. 

The ten chosen criteria are real-time, data stream, protocols, 
integrated AI application, openness/ external AI integration, 
vertical and horizontal scalability, interoperability, data security 
and data storage.

All of the evaluated IIoT platforms can perform in real-time 
or near real-time. They are all both vertically and horizontally 
scalable meaning that the data volume as well as the number 
of devices can be scaled according to the customer’s needs. 
Since every IIoT platform reviewed is running on the cloud, the 
data storage criterion is optimally fulfilled too. Furthermore, 
data security methods are included in all the IIoT platforms 
evaluated [31], [53].

One difference between the platforms lies in the fact that not 
every platform allows integrating own AI applications. For 
example, Amazon AWS IoT and GE Predix support the unre-
stricted integration of customers’ own applications while IBM 
Watson IoT Suite and SAP Leonardo do not. The number and 
type of supported machine protocols as well as the capability 
of interoperability also varies greatly [31], [53]. 

MQTT is supported by all of the evaluated platforms, OPC UA 
by most of them. CoAP is only usable within SAP Leonardo 
and Siemens Mindsphere [53], [54].

These points are crucial to consider in selecting the optimal IIoT 
platform.

There does not exist a single IIoT platform from the ones eval-
uated that satisfies all ten criteria. As with other IIoT technolo-
gies presented, it is therefore important to weigh up which cri-
teria are particularly important, and which are less relevant for 
the own use case in order to arrive at a well-founded decision.

AI application

For the study different typical AI use cases were selected for 
the guideline. These are from the areas of predictive quality, 
predictive maintenance, quality control and anomaly detec-
tion. In addition to these use cases, there are others such 
as monitoring & diagnostics, layout optimization, ramp-up 
optimization and more, which are not considered in detail due 
to the scope of the study [41]. One typical example scenario 
for the selected use case was defined and will be descripted 
below. The example serves to illustrate the practical use of the 
guideline.

Selected use case: Visual, AI-based quality control for recogniz-
ing and adjusting the order of letters

In this use case, an AI application is utilized for image-based 
quality control. A camera captures images of various letters 
that need to be arranged in the correct order by individu-
al movers. If the letters are not in the correct order, the AI 
communicates this information and sends the necessary adjust-
ments to the machine. The movers then change the positions 
of the letters within seconds to match the new specified order. 
The AI application subsequently checks again to ensure that 
the correct formatting is in place. If the formatting is accurate, 
the use case concludes, allowing for the analysis of new letters 
to begin.

Based on the above-described example and the selected AI cri-
teria the predictive quality use case was evaluated as presented 
in table 1. 

	 Use case: visual, AI-based  

	 quality control 

Table  1: Evaluation of AI application: example  predictive  

quality use case.

Real time capability

Degree of automation

AI learning approach

AI learning frequency

Data stream

Data type

	 yes

	 Level 4

	 Supervised learning

	 Discrete

	 Continuous

	 Image data
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A universal solution for the seamless integration of AI appli-
cations does not exist as it is highly dependent on the specific 
industrial use case. Therefore, it is essential to first identify the 
crucial aspects that must be considered during the integration 
process. Armed with these insights, a target-oriented decision 
in selecting the best suitable technologies along a smart facto-
ry can be made more easily thereby facilitating the discovery of 
the optimal AI integration pipeline.

For this purpose, four steps have been developed in this guide-
line, which are depicted in Figure 17. As initial situation, it is 
assumed that the machines to be connected to the AI applica-
tion are known as well as the requirements for data transmis-
sion. The four steps start with the clarification of the specific 
use case by selecting the use case which should be considered 
for the AI integration process.

Taking the criteria presented in section “theoretical back-
ground” as a foundation, a question and answer catalog has 
been derived which aims at facilitating the identification of 
important criteria for the user. An extract is shown in Table 2 
which should be filled out in the second step .

Using the resulting answers of the questionnaire, the tech-
nical realization follows in the last two steps. It begins with 
selecting the IIoT technologies presented in chapter “evalua-
tion of selected technologies” for the AI integration pipeline 
by reviewing which of them are fulfilling the as important 
identified criteria. Conclusions can be drawn from this as to 

which databases, machine protocols and IIoT platforms are 
best suited for the use case. The last step consists of the actual 
implementation of the connection.

The procedure for the implementation starts with configur-
ing the machine protocol via communication parameters as 
the IP address and the port. After that, data points must be 
defined (e.g. sensors, actuators) that are to be monitored and 
transmitted. 

Once this has been done, there remain two options to choose 
from. The option to connect the developed AI application 
via a database to the shop floor. Or the option to use an IIoT 
platform and benefit from the additional feature of deploying 
already integrated AI tools. Since all IIoT platforms already 
incorporate data storage capabilities, an additional database is 
not needed.

For the first option (“Connection via database”) the connec-
tion between the chosen database and the machines has to 
be set up via the selected machine protocol. Afterwards the AI 
application has to be connected to the database.

The second option (“Use of IIoT platform”) includes registering 
all machines on the IIoT platform as devices. In the following 
the data transmission from the machines to the IIoT platform 
has to be configured via the chosen machine protocol. After 
that the AI application can be connected to the platform or 
the integrated solution can be used.

Development of a procedure including a questionnaire for 
identification of suitable technologies 
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Criteria

 

Data Type 

 

Vertical  

Scalability 

 

Horizontal 

Scalability

No.

 

Q1 

A1 

Q2 

A2 

 

Q3 

A3

Questions and Answers

 

In what data type do your machines output their data? 

	 Binary	 Text files	 Images	 Audio/Video 

 

Is it important that a high data volume can be transferred per time (e.g. several megabytes per second)? 

	 Yes		  No 

 

Is it important that an increasing number of devices can be connected (e.g. thousands of devices)? 

	 Yes		  No

Table 2: Extract from the created question & answer catalog.

To validate the guideline the presented use case from chapter 
AI application was selected. 

The use case includes a machine moving products to spe-
cific places and involving an integrated camera system. The 
complete information and communication flow of the selected 
use case is shown in Figure 18. The products are automatically 
moved to the camera of a tablet which takes pictures of them 
(A). The tablet incorporates the AI application which after 
screening the images, publishes its predictions to a broker 

(B-D). The machine represents the subscriber in this case and 
receives the predictions via the broker (D-F). Dependent on the 
obtained data, the machine’s products are moved to a specific 
location managed by a control algorithm (F). 

For this use case the guideline was used to choose the most 
suitable technologies. After the selection of the use case 
which represents step 1, in the next step of the guideline the 
question and answer catalog was filled out. Thus, the criteria 
reliability, interoperability and device resources were identified 

Use case development
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In this study, a comprehensive overview of available technol-
ogies which are relevant for the AI to shopfloor integration. 
Based on that key criteria were defined to support the selec-
tion process of technologies.

Moreover, a guideline for supporting the process of a seamless 
integration of AI applications to the shop floor was developed. 
The guideline includes an extensive description on important 
technologies which are involved in this process.

By using the results of the study companies can shorten their 
worktime in research and identifying the right technology. 
Furthermore, through the developed questionnaire companies 
can create more suitable solutions, based on the answered 
questionnaire which is aligned with the starting situation of 
each individual company. Additional to that the guideline 
also brings all relevant stakeholder together, which promotes 
communication and implementation of the AI application on 
the shopfloor.

As outlined above, the developed guideline comprised four 
steps, starting with the selection of a use case into which an AI 
application is to be seamlessly integrated and the completion 
of a question-and-answer catalog. These two steps helped to 
identify important criteria for the respective use case and laid 
the foundation for finding the optimal AI integration strategy 
tailored to this use case in the following steps. Subsequently, 
suitable IIoT technologies could be selected by analyzing the 

provided evaluation tables and selecting the technologies 
that met the relevant criteria identified above. In this study, 
the focus was placed on machine protocols, databases and 
IIoT platforms as IIoT technologies. In addition, a use case was 
implemented in which an AI application was integrated into a 
production process and this guide was used to find the most 
suitable machine protocol.

As an outlook, the question-and-answer catalog could be 
expanded to include insights into which AI applications are 
best suited for certain machines and production scenarios. This 
expansion would empower users to identify the most appro-
priate AI tools to further refine and optimize their production 
processes.

Conclusion and outlook

as crucial. A reliable transmission for example is needed, 
because otherwise, the control algorithm cannot accurately 
assign products to their designated positions. A high-speed 
communication is therefore not required as it is not a time-crit-
ical process but can also react after a few seconds and the 
machine can wait for the control algorithm’s commands. 

As the third step the guideline proposed MQTT as machine 
protocol which then was chosen for this use case.

Moreover, an MQTT broker was selected based on the selected 
protocol and the simplicity of connection.

An additional database is not needed because the storing of 
the detected data and information is not necessary for the use 
case. Finally, it should be mentioned that the machine is dig-
itally connected to the internal internet, but no IIoT platform 
is required due to the small number of connected devices and 
their low complexity. 

Finally in step 4 the implementation of the connection of the 
AI Application to the middleware and to the machine was 
developed.
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Motivation and objective

The rapid development and spread of Generative Artificial 
Intelligence (AI) in recent years has the potential to profoundly 
transform various areas of business and manufacturing [55].  
From the automation of creative processes to the optimization 
of industrial production workflows - the potential applications 
are diverse and promising. Nevertheless, due to the novelty 
of the technology and the diversity of AI-generated modali-
ties, the potential for the industry is often difficult to grasp. In 
order to realize the potential of Generative AI by increasing the 
effectiveness and efficiency of processes through the automat-
ed generation of content, this study aims to provide companies 
with an introduction to the world of Generative AI and its use 
cases in industry.

The complete results of this study were made available to 
ICNAP members in an interactive web application (Figure 19). 
It is integrated into the ICNAP Explorer [56], an interactive 
website to explore the projects of ICNAP. In addition to the 
use cases of Generative AI in an industrial context, structured 

by application area, the website also provides information on 
the various modalities of Generative AI, available tools and the 
technical background. Furthermore, detailed information is 
provided on specific use cases that ICNAP members consider 
to be particularly relevant. The web application is aimed both 
at users who are AI beginners and want to gain an impression 
of this technology and its potential, as well as at technology 
experts who are interested in implementing specific Generative 
AI use cases.

This report  starts with a definition and brief technical intro-
duction to Generative AI. It lists the modalities and application 
areas and describes corresponding examples of use cases in 
the various areas. A framework for the development of Gener-
ative AI applications will then be presented before the report 
draws a conclusion.

Definition of Generative Artificial Intelligence 

Generative Artificial Intelligence (GenAI) describes a class of 
computational techniques that are able to generate seemingly 
new and meaningful content such as text, images or audio from 
training data [57]. This technology is currently revolutionizing the 
way we work and communicate, with examples such as DALL-E 
2 [58], GPT-4 [59] and the Siemens Industrial Copilot [60].

The main models of Generative AI include different architec-
tures like Generative Adversarial Networks (GANs) [61], Trans-
former models [62] and Variational Autoencoders (VAEs) [63]. 

The models are designed for different modalities and tasks. 
The training of the models is elementary and is carried out 
using data, through which the model learns how to generate 
corresponding new data. For example, the GPT (Generative 
Pre-trained Transformer) models are used to generate text [64]. 
During training, huge amounts of text data are used, where-
by the model learns structures and contexts of language. To 
achieve this, these models require an extremely high number 
of parameters. For example, GPT-3 from OpenAI [65] has 175 
billion parameters and was trained with a filtered Common 
Crawl dataset [66], a version of the WebText dataset (expand-
ed) [67], two books corpora and Wikipedia [65].

 

Introduction

Figure 19: Excerpt from the web application for the inter-

active provision of information on use cases of Generative AI 

in an industrial context, including modalities and technical 

backgrounds.
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Modalities and areas of application of GenAI

The modalities of GenAI are diverse and include the generation 
of text, images, videos, music and even complex code [57]. 
However, we have additionally emphasized and differentiated 
modalities such as processes and CAD/3D models, as these are 
particularly relevant for business and production applications.

After an initial, broad research on use cases of Generative 
AI, we examined meta-analyses that list application areas of 
GenAI for the industry and evaluate them in terms of their 
relevance and potential [68]-[70]. Based on the insights gained, 
we decided on the following areas of application and assessed 
their relevance for the ICNAP members in order to be able to 
set priorities for the subsequent identification of corresponding 
use cases (Figure 20):

In the following section, exemplary use cases are presented 
for each application area in order to provide an impression of 
the diversity and potential of the use of Generative AI in the 
context of production and business operations.
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GenAI has shown high potential for transforming customer 
interactions in various business areas. A selection of exempla-
ry use cases of Generative AI from the previously introduced 
application areas is presented below. First, use cases of GenAI 
for customer operations are considered.

Chatbots for personalized customer support in real-time 
One important application is the use of GenAI-enabled virtual 
agents like chatbots [71], [72]. These agents are designed to 
improve customer interaction by providing personalized support 
in real time. By using advanced natural language processing 
(NLP) and speech-to-text technologies, these virtual agents 
can mimic human-like qualities such as empathy and person-
alized communication, which are crucial for building trust and 
relationships with customers. This technology not only speeds 
up the response to customer queries, but also enables human 
agents to focus on more complex and differentiated issues, 
optimizing the allocation of resources within customer support.

Generation of research-based reports of customer data
Another important application of GenAI in customer opera-
tions is the creation of research-based reports on customer 
data. During the onboarding process, GenAI can be used to 
create comprehensive reports that provide valuable insights 
for decision-making [73], [74]. By automating the analysis and 
synthesis of large volumes of customer data, this application 
reduces the time spent on manual research, and improves the 
accuracy and relevance of the information provided to employ-
ees. This leads to more informed decisions and better manage-
ment of customer relationships.

Voice assistants for a high-quality customer experience
In addition, GenAI is integrated into customer support through 
AI-powered voice assistants [72]. These assistants are able 
to process customer requests quickly and in accordance with 
company guidelines, thus maintaining or even increasing 
customer satisfaction. GenAI's ability to quickly process and 
respond to customer inquiries not only improves the efficien-
cy of customer support, but also ensures a consistent and 
high-quality customer experience.

Software engineering (corporate IT)

GenAI becomes increasingly important in software engineer-
ing, especially in corporate IT. It can be used to improve various 
stages of software development, making processes faster, 
more accurate, and more innovative. Use cases of this applica-
tion area are described below.

Data management (analysis, cleaning, and labeling of 
large amounts of data)
One of the primary areas where GenAI is making a difference 
is in data management [70], [74]. By automating the analysis, 
cleaning, and labeling of large amounts of data  (such as user 
feedback and system logs) GenAI helps to process data more 
efficiently and accurately. This capability transforms raw data 
into valuable insights that supports the decision-making pro-
cess and leads to more reliable software development.

Support in the design of IT architectures
GenAI is also transforming the way IT architecture is designed 
[75], [76]. Typically, creating IT systems is a complex pro-
cess that involves exploring different configurations to meet 
requirements like performance and security. GenAI speeds 
up this process by allowing engineers to quickly generate and 
test multiple design options. This reduces the time needed to 
develop systems and improves overall design quality, enabling 
companies to respond more quickly to changes in technology 
and business needs.

Generation of test cases and data to ensure the robust-
ness of IT systems
Additionally, GenAI is improving quality assurance in software 
development [74]. It automates the creation of test cases and 
data, making it easier to perform thorough testing, especially 
in stress scenarios where systems need to be tested under 
heavy load. This ensures that IT systems are more reliable and 
less prone to failures.

Product development (software)

GenAI also plays a crucial role in enhancing the software prod-
uct development process. Next, some typical use cases in this 
area of application are presented:

Automating routine coding tasks
GenAI enhances the efficiency and consistency of software 
development [74]. By assisting developers in creating and main-
taining multiple applications and platforms, GenAI streamlines 
the development process. It automates routine coding tasks, 
provides useful suggestions by generating code snippets, and 
serves as a resource for finding information quickly. This allows 
developers to concentrate on more complex and creative 
aspects of product development which leads to faster devel-
opment cycles and more consistent quality across different 
software products.

Selection of use cases
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Generation of test cases and data to ensure the functio-
nality of software
In the area of quality assurance, GenAI is transforming tradi-
tional testing processes [74]. It automates the generation of 
test cases and test data, making functional and performance 
testing more efficient and comprehensive. This automates the 
time-consuming manual generation of tests to check extensive 
code and can increase test coverage and quality. The use of 
GenAI in quality assurance helps in identifying potential issues 
early, reducing the risk of post-launch failures.

Content creation
Finally, GenAI is revolutionizing content creation within soft-
ware development [70], [74]. By integrating GenAI tools into 
content management and creation processes, it minimizes the 
need for manual editing and optimizes the management of 
large volumes of content. This is especially useful for tasks like 
editing videos and images, where efficiency and accuracy are 
critical. GenAI enables content creators to meet tight deadlines 
with high-quality outputs, ultimately enhancing the overall 
product development lifecycle.

Product development (physical goods)

In the previous section the development of software products 
was considered. Some use cases of Generative AI for the devel-
opment of physical goods are listed here:

Supporting virtual simulation processes
Virtual simulations are another area where GenAI is having 
a transformative impact [70]. By integrating generative deep 
learning design techniques, GenAI significantly improves the 
efficiency, accuracy and innovation of simulation processes. 
These advanced simulations enable companies to test and 
refine product designs in a virtual environment, reducing the 
need for costly physical prototypes and accelerating the devel-
opment cycle.

Proposing designs and materials for products
In materials science, GenAI enables designers to explore a 
wider design space and optimize material properties more 
effectively. The process of discovering and developing new 
materials is inherently complex and time-consuming, but 
GenAI accelerates this process by identifying the most promis-
ing methods for optimizing materials and reducing the number 
of experiments required. This results in faster development of 
innovative materials with optimised properties, which ultimate-
ly improves product performance.

Efficient introduction of new products by automating 
the generation of documents
In addition, GenAI streamlines new product inventory manage-
ment by automatically creating descriptions based on existing 

inventory data or user-provided information [76]. This auto-
mation can be seamlessly integrated with enterprise resource 
planning systems such as SAP, Oracle or Microsoft Dynamics, 
ensuring that product metadata is accurately and efficiently 
managed. This feature not only improves inventory manage-
ment, but also increases the overall efficiency of product 
lifecycle management.

Manufacturing (including quality and maintenance)

GenAI is fundamentally changing the manufacturing indus-
try, particularly in the areas of quality, maintenance and 
operational efficiency. Its applications range from improving 
decision-making and streamlining troubleshooting processes to 
optimizing production and inventory management. Examples 
of the use of GenAI in the field of manufacturing are described 
here. This application area was considered particularly relevant 
by the ICNAP members.

Virtual field assistance / customized chatbots to provide 
real-time support
One important use case is the integration of GenAI-enabled 
virtual field assistants into technical workflows [72], [74]. These 
virtual assistants increase operational efficiency by providing 
real-time support and improving decision-making processes 
on the factory floor. This application is particularly valuable in 
complex industrial environments where fast and accurate deci-
sion-making is crucial.GenAI is also being used to streamline 
information gathering in production environments, particularly 
in companies that have grown through mergers and acquisi-
tions [70], [74]. The resulting fragmentation of systems and 
processes can make it difficult to quickly access the informa-
tion needed. AI-powered bots solve this challenge by enabling 
faster and more accurate information retrieval, thus increasing 
employee productivity and reducing downtime.

Support in system diagnostics
AI plays a crucial role in system diagnostics and maintenance 
by analysing system logs, user feedback and performance data 
[70], [74]. This analysis helps engineers to diagnose problems, 
suggest solutions and predict areas that need improvement, 
ultimately increasing the efficiency and effectiveness of main-
tenance work.

Improvement of asset maintenance planning
Generative AI also improves asset maintenance planning [77]. 
By integrating AI into maintenance strategies, companies can 
increase asset availability, reduce costs and improve opera-
tional efficiency. This application is particularly beneficial in 
industries such as mining and oil and gas, where effective 
maintenance is critical to avoiding costly downtime and repairs.
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Sales and marketing

Generative AI has a high impact on sales and marketing, as it 
improves the way companies gather market knowledge, create 
content and plan promotions. Next, some use cases of GenAI 
in the application area sales and marketing are described:

Identifying market trends by analyzing data
A key area of application for GenAI is analyzing large volumes 
of unstructured data, such as social media posts, news articles, 
research reports and customer feedback [73]. By processing 
this information, GenAI helps sales and marketing teams to 
better understand market trends and customer needs. This 
enables more targeted and effective communication with cus-
tomers and helps companies to reach the right audience with 
the right message.

GenAI is also changing the way companies plan and execute 
trade promotions, particularly in the consumer goods sector 
[74]. It helps companies analyze data quickly, predict outcomes 
and adjust their strategies, making the promotion process 
more efficient and increasing the chances of success when 
negotiating with retailers.

Content creation: generate marketing materials
When it comes to content creation, GenAI helps to produce 
consistent and personalized marketing materials, whether they 
are product descriptions, images, videos or audio [74]. This 
helps companies maintain a consistent brand message across 
different platforms and ensures that content is optimized for 
specific purposes, such as improving search engine placement 
or creating effective email campaigns. In addition, GenAI helps 
companies create marketing materials that comply with region-
al regulations and cultural norms [74]. This is particularly useful 
for companies operating in multiple countries to ensure that 
their marketing efforts are both effective and compliant.

Support efficient marketing management across large 
and diverse product portfolios
Finally, GenAI supports the efficient management of market-
ing content across large and diverse product portfolios [78]. 
It enables companies to quickly create and update content in 
multiple languages to ensure consistency and a unified brand 
experience for customers around the world.

Risk and compliance

Generative AI plays an important role in improving risk man-
agement and compliance in various industries, particularly in 
areas such as intellectual property protection, workplace safety 
and internal control.

Finally, examples of GenAI use cases in the area of risk and 
compliance are described.

Automating the analysis of patents
In the manufacturing industry, protecting intellectual property 
(IP) is crucial, but often challenging due to complex patent 
portfolios and evolving legal frameworks. GenAI helps by 
automating the analysis of patents, simplifying legal processes 
and strengthening IP protection strategies [79]. This allows 
companies to navigate the complex legal landscape more effi-
ciently and maintain solid protection for their innovations.

Ensuring compliance with regulations through 
monitoring
Safety in the workplace is another area where AI is making 
a significant contribution [74]. AI systems can monitor and 
enforce safety protocols in real time, ensuring compliance with 
regulations such as social distancing and the use of personal 
protective equipment (PPE). By analyzing historical safety data, 
GenAI can identify potential risks and enable proactive mea-
sures to prevent accidents. This continuous monitoring helps 
companies maintain a safe working environment and avoid 
regulatory fines.

Identifying risks through processing large amounts of 
data
GenAI also strengthens internal controls and corporate gover-
nance [74]. By analyzing large data sets in real time, GenAI can 
identify anomalies and potential risks that could indicate fraud 
or non-compliance. This improves transparency and account-
ability within organizations and supports more effective 
decision-making. AI-driven systems can also adapt to emerging 
risks, ensuring that governance frameworks evolve in line with 
changing business and regulatory environments.

Deep dives

To explore specific use cases in greater detail, deep dives were 
conducted into three distinct areas, focusing on the foun-
dational aspects of each application, the technical solutions 
involved, and their practical implementation. The objective 
was to gain a comprehensive understanding of potential 
solutions and to provide a clear overview of the current state 
of development in these areas. The selected deep dives are 
for the use cases Quality Control in Manufacturing, Process 
Mining with LLMs and Industrial chatbots and are accessible to 
ICNAP members. The same applies to the entire overview of all 
identified use cases.

To support the realization of these use cases, the next section 
introduces the most important steps in the development of 
corresponding GenAI applications.
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In this chapter, a framework that summarizes the implemen-
tation of GenAI for various use cases is presented (Figure 21). 
It outlines a systematic approach to the development, deploy-
ment and maintenance of GenAI models that ensures that 
they are both effective and consistent with best practices in 
data handling and model training [80]. While there are specific 

approaches for specific models and use cases of GenerativeAI, 
the following framework is a general guideline to support first 
implementations [81].

Definition of the task & goal
The process begins with problem definition and goal setting , 
where the specific challenge or need is identified. This includes 
determining the appropriate output modality (e.g. text or 
image) and considering key requirements such as language, 
resolution and style. Understanding the capabilities and limita-
tions of the model is critical at this stage, as it helps to define 
the quantitative evaluation metrics that will guide the model's 
performance assessment [80], [81].

Data collection
Data collection then takes place to gather the necessary infor-
mation from reliable sources such as databases, web scraping 
or APIs [82]. Ensuring data quality and diversity is crucial, 
as is compliance with legal and ethical standards, especially 
when dealing with copyrighted or sensitive information. Data 
protection laws must be observed, and data should be stored 
securely, with encryption and appropriate anonymization [80], 
[83].

Data pre-processing
The collected data is then pre-processed, where it is cleaned to 
remove inconsistencies, normalized to ensure consistent scales, 
and augmented to increase the robustness of the dataset. 
Accurate labelling is essential for supervised learning tasks, and 
the data is split into training, validation and test sets to support 
effective model development [80].

Model selection
At the same time, a foundation model is selected based on the 
specific task, the compatibility of the dataset and the compu-
tational requirements. Popular models such as GPT-4, LLaMA 
or Google Gemini are considered, paying attention to their 
transfer learning capabilities and community support to ensure 
that they meet the project's requirements [81], [84].

Selection of computing resources
In parallel, the selection of hardware or cloud service is crucial 
to meet the model's requirements in terms of computing 
power, memory and storage. The choice of hardware – wheth-
er CPUs, GPUs or TPUs – depends on the complexity of the 
model, while cloud services from providers such as AWS, GCP 
or Azure are evaluated for cost efficiency, scalability and com-
patibility with machine learning tools [80].

Framework for implementing GenAI applications
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Model adaption
Next, the model undergoes training, fine-tuning and retrieval 
augmented generation (RAG). In this phase, the weights and 
parameters of the model are adapted to the respective tasks, 
with regularization techniques being used to prevent over-
fitting [85]. RAG is implemented to improve the generative 
results by retrieving relevant information and integrating it into 
the model's responses to provide richer, contextually informed 
responses [80].

Model evaluation
This is followed by the evaluation phase, where metrics such 
as FID, BLEU and ROUGE are used to assess the performance 
of the model [85]. Validation and test sets are crucial here for 
fine-tuning the hyperparameters and ensuring good general-
isation of the model. In addition, qualitative analysis helps to 
identify and correct biases or errors, and feedback loops are 
set up for ongoing refinement and monitoring of data devia-
tion [83].

Model deployment
Finally, the model is deployed to ensure that it is operational in 
a real-world environment. This includes setting up the neces-
sary hardware infrastructure, using containerisation tools such 
as Docker and orchestration systems such as Kubernetes for 
consistent deployment [86]. The model is integrated with APIs 
for application access, and ongoing monitoring ensures that 
key performance indicators are met, ethical considerations 
are taken into account and security measures are in place to 
protect the deployment infrastructure.

This framework provides a comprehensive overview of the 
key steps in implementing GenAI applications and offers a 
structured approach to ensure that these models are used in a 
way that is both effective and efficient in a range of use cases 
[80]. The framework is not exclusively intended to support the 
development of industrial GenKI applications but can also be 
used in this area to optimize the development of correspond-
ing applications for the optimization of processes from produc-
tion and business operations. It is particularly suitable for sup-
porting the development of proof-of-concepts or prototypes 
for a specific use case that is relevant for an enterprise in order 
to gain an impression of the suitability of GenAI for fulfilling 
the specific requirements of the company and the task.

This study provides an introduction to the world of Generative 
AI in the field of production and business operations. Technical 
backgrounds were described and structured use cases were 
introduced in various areas. A framework for the implemen-
tation of Generative AI applications was also presented. This 
helps companies to gain an impression of the potential of this 
new technology and to identify and implement relevant use 
cases according to their own requirements. 

Nevertheless, the challenges of using GenAI in industrial 
contexts must also be considered. These include the lack of 
explainability and transparency of model outputs, the produc-
tion of false information (hallucination) by language models, 

the high computing capacity often required and the lack of 
availability of high-quality data and data sources in an industri-
al context, as well as unresolved issues relating to data security 
[41], [87], [88]. Future research must address these challenges 
in order to support the industrial use of GenAI.

Conclusion  
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The history of industry can be understood as the advance-
ment of the way that humans produce goods and services. 
Throughout this progress several industrial revolutions again 
and again harnessed new energy sources, reorganized labor, 
and ultimately increased productivity. Today new market 
pressures such as the trend for mass customization and climate 
change force businesses to innovate further [89]. The fourth 
industrial revolution is a means to overcome these challenges 
by thoroughly connecting production resources through digital 
technologies. This revolution is still well underway and focus of 
many research activities worldwide [90]. (Figure 22)

In the wake of the current fourth industrial revolution the 
concept of the Smart Factory was introduced, i.e. a factory that 
is highly automated and smartly connected [91]. By taking this 
idea one step further, one arrives at the concept of a so-called 
Dark Factory, also called a lights-out factory [92], [93]. In this 
kind of factory, the degree of automation is so high, that 
human oversight is no longer necessary, and the lights can be 

turned off, hence the name. Such a fully automated produc-
tion facility, provided that it can retain or even increase flexibil-
ity, poses a substantial advantage in the modern competitive 
production environment. Not only is it able through smart 
communication among its resources to handle small lot sizes 
and customized, heterogenous production orders [94], [95], 
but it also has a higher production rate and is highly efficient. 
Automation to such an extent has even been described as “the 
holy grail of manufacturing” [92]. It is therefore an attractive 
goal to work towards this vision for producing businesses.

However, the idea of the Dark Factory is yet to be widely 
implemented and the path towards its implementation seems 
unclear. Businesses that want to work towards achieving the 
vision can find themselves quickly lost in a wide variety of dif-
ferent products and technologies. This study aims to alleviate 
this. It offers guidance by providing information and tools to 
answer the following questions for prospective Dark Factories:

Introduction  
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1.	 How close is a given factory to the goal of the Dark 
Factory?

2.	 Which technologies are or will be relevant for implement-
ing the vision of the Dark Factory?  

Taken together these questions can influence the direction of 
development efforts towards the Dark Factory. Section The 
next section explains the methodology and structure of the 

study to answer these questions, and describes which deliver-
ables were elaborated. The deliverables are then explained in 
more detail and highlight how businesses can use them. The 
report concludes with a short summary of how the study could 
support companies on their way towards the vision of the Dark 
Factory. 

The research for this study was conducted in three phases with 
two main deliverables as results.  The employed procedure is 
visualized in Figure 23.

The three phases of the study were as follows:

Phase I: First a literature review was conducted, in which 
sources concerning the Dark Factory were gathered in a 

catalogue and evaluated. Then they were used to extract the 
dimensions of the maturity model, i.e. the aspects in which 
factories progress towards a Dark Factory.

Phase II: In the second phase the maturity model was finalized 
by adding stages and capabilities to the dimensions. Further-
more, concrete technologies were researched from literature 
as well as from exchanges with the community that for each 
dimension help achieve these capabilities. They were addition-
ally mapped on to the ICNAP topic fields.

Phase III: In the last phase time horizons were defined that 
represent categories for the future availability of a technology. 
Each technology was then assigned to these time horizons in 
order to draw the roadmap for the Dark Factory.

Over the course of the study two main deliverables were 
achieved:

A maturity model: This model includes the dimensions, 
stages, and capabilities of a Dark Factory and captures the 
difference in development between traditional factories and 
smart, highly autonomous Dark Factories. It is a tool to assess 
for a given factory how close it is to the goal of the true Dark 
Factory in terms of capabilities. It can be used to deduce in 
which dimensions more work needs to be done  .

A roadmap: In order to focus efforts in the right direction 
and not miss important research trends, the roadmap can 
be used. It organizes technologies that are important in the 
Dark Factory context into time horizons and thus gives them 
a chronological order. By using this tool future technologies 
and competencies can be acquired at the right time as they 
are needed  in order to reach the capabilities that are specified 
within the maturity model. To that end the roadmap is also 
organized along the same dimensions as the latter.

Study deliverables and methodology
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Maturity model
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The maturity model consists of six dimensions that represent 
independent aspects of a factory, in each of which progress 
towards a Dark Factory can be made. Each dimension is parti-
tioned into stages, which are to be understood as a level a fac-
tory can reach for that given dimension. In order to reach such 
a stage a factory needs to support the capabilities associated 

with the given stage as well as the capabilities of the stages 
below it. The model is shown in Figure 24.

In the following, the model’s dimensions, stages, and capabili-
ties are described.
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Human participation:  This dimension describes  the extent 
to which humans take part in the production process, i.e. 
whether they act executively or in a managing capacity. While 
the motivation behind the Dark Factory envisions a future 
without any human involvement, it remains unclear whether 
this will come to pass. However, as the push for further auto-
mation progresses the role of human labor will change. The 
stages of this dimension are as follows:

1.	 Stage 0 – Humans execute: The majority of the work 
is done through human labor. There are no extraordinary 
capabilities on this stage.

2.	 Stage 1 – Humans are supported: While a significant 
portion of the workload is still handled by humans, the 
factory supports them through functions such as remote 
access, predictive maintenance planning and proposals for 
self-optimization.

3.	 Stage 2 – Humans monitor: The majority of the work-
load is handled by automated systems of the factory, with 
humans playing a supporting role. The capabilities here 
include remote control, automated procurement, automat-
ed work setup and automated execution of production.

4.	 Stage 3 – Humans intervene: The factory runs auton-
omously, and humans only have to intervene in case of 
serious faults and emergencies. At this stage the factory 
supports functions such as automated maintenance and 
fully automatic self-optimization. 

Production flexibility: This dimension expresses how well 
the factory handles process changes, e.g. due to small lot sizes. 
With the trend for mass customization being a major driver 
behind the Industry 4.0 movement [94], it remains important 
that factories will be able to meet this trend. Therefore, it is 
not enough to increase the degree of automation in a mass 
production scenario, but also to apply the same level of auto-
mation to highly customized products and parts. A factory can 
reach the following stages within this dimension:

1.	 Stage 0 – Fixed production: Within the factory it is diffi-
cult and expensive to change processes and produce new 
products. There are no extraordinary capabilities associat-
ed with this stage.

2.	 Stage 1 – Flexible production: Processes that are exe-
cuted within the factory can be changed quickly and with 
relatively low efforts. Functions at this level include the 
ability to manufacture multiple different products on the 
same production line and active process planning support 
from intelligent systems within the factory. 

3.	 Stage 2 – Self-organizing production: On this stage 
the systems within the factory plan and execute produc-
tion processes autonomously based on given require-
ments. The lot size plays a negligible role and most if not 
all aspects of planning, such as processes, logistics and 
shopfloor management are organized by the factory itself. 

Cyber-physical integration: This dimension describes the 
level of integration between the realms of the physical and the 
virtual, e.g. in the context of digital twins or Cyber-Physical 
Systems. By leveraging the strengths of virtual and software 
components, a factory can benefit from smarter and more 
connected systems, which in turn can run the factory more 
autonomously. Thus, the progress along this dimension consti-
tutes progress towards a Dark Factory. In detail the following 
stages were identified along this dimension:

1.	 Stage 0 – Cyber-physical separation: The physical and 
the virtual realm are not connected within the factory, 
therefore no capabilities are available in this regard.

2.	 Stage 1 – Selective integration: Systems that integrate 
the physical and the virtual are in use on a per-need basis, 
such as product digital twins or Cyber-Physical Systems in 
the form of machine tools.

3.	 Stage 2 – Systematic integration: Not only are digital 
twins and Cyber-Physical Systems commonplace for prod-
ucts and machines, but they are also integrated with each 
other and communicate. Important aspects of the factory 
can be controlled thus by interfacing with the virtual 
world.

4.	 Stage 3 – Integration across factory boundaries: The 
factory is integrated beyond its own inner system in a 
virtual ecosystem, for example like the metaverse.  

Computing capabilities: This dimension assesses the capabil-
ities of the factory in terms of computation, e.g. on-premises, 
on the edge, or in the cloud. As the need for computation-
al resources increases with the use of more sophisticated 
data processing techniques and the handling of higher data 
volumes, the data center and the factory converge more and 
more. The dimension of computing capabilities represents this 
development and consists of the following stages:

1.	 Stage 0 – Ad-hoc computing: There are no extraordi-
nary computational resources in use within the factory.

2.	 Stage 1 – Systematic computing: The factory makes 
extended use of computing facilities, with a mixture of 
on-premises, edge, and cloud computing capabilities. 
Within its capabilities is also secure data transmission, stor-
age and processing. 

3.	 Stage 2 – Factory to data center convergence: The 
factory supports the functions of a high-end data center. 
The capabilities include hyperscaling of resources, big data 
and real-time support. 
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Data analytics: This dimension gauges the degree of how 
much of decision-making is supported by data analytic tech-
niques, such as AI and machine learning. As data is not an end 
in itself but rather a tool to make informed decisions, methods 
and tools are needed to gain knowledge from the data. The 
discipline of data analytics can be used to accomplish this and 
is therefore an integral part of a Dark Factory. The stages are:

1.	 Stage 0 – Limited analysis: Data analytics are not used 
in a meaningful way.

2.	 Stage 1 – Ad-hoc analysis: Simple analytics methods are 
used on a per-need basis. They mostly concern the area of 
descriptive data analytics.

3.	 Stage 2 – Systematic analysis: Data analytics on this 
stage is an automated process that leads to systematic 
insights about the production process. The capabilities are 
of the realm of diagnostic data analytics.

4.	 Stage 3 – Forecasting analysis: Within the factory 
predictive data analytics is used to make estimations about 
the future which inform the behavior  and the decisions 
during production.

5.	 Stage 4 – Behavior-determining analysis: Prescriptive 
data analytics is used to govern behavior autonomously 
within the factory. 

Robotics: This dimension signifies the extent as to which 
human labor is replaced by cooperative or autonomous 
robots. As human involvement decreases on the path towards 
more automation, the physical labor needs to be taken up by 
machines and robots. A factory therefore needs to progress 
along this dimension on its way to the Dark Factory. In doing 
so it reaches the following stages:

1.	 Stage 0 – Standard robotics: There are no special abili-
ties concerning robotics within the factory that go beyond 
basic functions. 

2.	 Stage 1 – Supporting robotics: Robots are actively used 
to support human workers. Examples include cobots and 
autonomous guided vehicles (AGVs).

3.	 Stage 2 – Autonomous robotics: At this stage robots 
within the factory act as autonomous agents that fulfill 
general tasks assigned by human supervisors.

4.	 Stage 3 – Organized robotics: Ultimately, the robots 
within a Dark Factory are self-organized, with little or no 
human intervention.
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The roadmap identifies technologies, trends and research 
topics that are relevant for the foreseeable future as factories 
evolve towards more automation and autonomous behavior. 
It can indicate where research efforts should be placed and 
what the expected technological advancement in a given Dark 
Factory might look like. Naturally the more the timeframe for 
predictions stretches into the future, the larger the cone of 
uncertainty grows. Making confident assumptions thus quickly 
becomes difficult. To meet this problem three different time 
horizons have been defined to indicate how quickly a given 
technology is expected to be widely available. These time 
horizons are as follows:

Market ready: As the name implies, technologies that fall 
within this horizon are already widely available and in use by 
many market players. The technology readiness level [96] for 
these technologies falls within level 8 and 9. Thus there is at 
least one product or service on the market that implements 
the given technology. These products help factories progress 
along the dimensions to reach the stages and capabilities 
described in the maturity model. Some examples are listed in 
Table  3. The references for each technology are examples that 
highlight their active use within manufacturing and elsewhere.

Short term: Technologies that are already proven to be 
promising in the context of Dark Factories, either through 
working prototypes or extensive research, fall within this time 
horizon. As a rule, a technology can be classified in this area 
id commercial solutions are foreseeable, for example because 
a startup is working on a corresponding product, or if applica-
tion-oriented research has proven the feasibility of the technol-
ogy. Therefore, these technologies generally have a readiness 
level between 4 and 7 and can be expected to be available 
in the upcoming years. Table 4 lists some examples. Here, 
the references illustrate technologies that are actively being 
researched, with market readiness in short term reach.

Long term: Finally, there are technology trends and topics 
that are expected to play an important role in the development 
of the vision of the Dark Factory.  However, they are not yet 
market ready or still in early stages in the context of produc-
tion. Their technology readiness levels are between 1 and 3 
wich means they are either in the proof-of-concept or early 
research phase. Some of these trends are listed in Table 5.  
The references show that these technologies are current-
ly conceived but not soon to be applied in real production 
environments.

Roadmap

Dimension	 Technologies and trends

Human participation	 Secure data governance [97], remote commissioning [98] and maintenance [99],  

	 pay-per-use [100] and pay-per-part [101] 

Production flexibility	 Wifi 5G and 6 [102], resource hyperscaling [103], predictive maintenance [104]

Cyber-physical integration	 Augmented [105] and virtual [106] reality, ready-made DT tools [107], real-time tracking [108],  

	 standardized protocols [109], IoT databases [110]

Computing capabilities	 Cloud [111] & edge [112] computing, hybrid cloud storage [113], containerization [114], secure cloud  

	 architectures [115], secure data at rest [116] and in transit [117], custom trained AI [118], big data 

	 processing [119], Industrial Internet of Things [120], environmental sensing [121], computational  

	 sensors [122]

Data analytics	 Generative AI [123], semantic data models [124], standardized information models [125],  

	 high frequency data acquisition [126]

Robotics	 Cobots [127], automated guided vehicles [128], autonomous mobile robots [129], tracking and  

	 tracing [130], M2M communication [131]

Table 3: Market ready roadmap trends and technologies.
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Dimension	 Technologies and trends

Human participation	 Emotion recognition [132], gesture-based interfaces [133], human oversight in AI [134]

Production flexibility	 Manufacturing-as-a-service [135], cloud manufacturing [136], Smart retrofitting [137]

Cyber-physical integration	 DT standards [138], physical process models [139], wireless sensing [140], DT monetization [141],  

	 real-time DT [142]

Computing capabilities	 Real-time data acquisition [143], AI-on-device [144], DT-on-edge [145]

Data analytics	 Data monetization [146], data exchange spaces [147], AI-integrated DTs [148], AI integrated sensors [149],  

	 explainable AI [150]

Robotics	 Plug-and-Play Robotics [151], cloud-Integrated robotics [152], cyber-physical systems [153]

Table 4: Short term roadmap trends and technologies.

Dimension	 Technologies and trends

Human participation	 Complete horizontal and vertical integration [154]

Production flexibility	 Self-organized systems [155], AI-based production planning and scheduling [156]

Cyber-physical integration	 Metaverse [157], ambient IoT [158]

Computing capabilities	 IT/OT-convergence [159], quantum computing [160], virtual control [161]

Data analytics	 Qualified (trustworthy) AI [162]

Robotics	 Human-level general purpose robotics [163] 

Table 5: Long term roadmap trends and technologies.

Dark Factories hold many promises for future production 
scenarios, with higher productivity at the top of the list. 
Whether or not the concept can fulfil these promises depends 
on whether it can be widely and safely implemented. To that 
end a path needs to be drawn that makes the implementation 
feasible. With the outcomes of this study drawing this path for 
a given organization has become easier. The proposed maturity 

model and technology roadmap can indicate the progress of 
a factory towards a Dark Factory,  which can help companies 
identify room for development within their own production 
facilities. Companies are enabled to formulate their own vision 
of a Dark Factory and receive guidance during the definition of 
steps towards this defined vision. 

Conclusion
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